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 The power grid is growing more complex,

more dynamic with more renewables and N
smart grid technology Eneroy
* Increased grid complexity in modeling and
simulation

* |ncreased challenge in operation and control
v' Requiring faster operator responses

e Today’s tools are not sufficient to handle
the increased complexity Control
= Dominated by serial codes

= Take longer time for more complex
applications

v More challenging for dynamic power grid
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broadcast

é o 6 6 6 6 é é Load balancing
= a8 g - -
Cel= © v
decomposition Communication Synchronization Granularity

'Be aware of Data Dependency!

 Difficult to extend vendors’ legacy source code to HPC version
= Need to re-organize/rewrite the code

* Most of power system engineers have little experience in HPC programming
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E * An open source grid-specific HPC programming
- library/framework
= Lower the threshold of HPC development

= Allow power grid application developers to focus on
algorithms, instead of parallel computing

* Reduce the cost and effort of developing HPC power
grid simulations

* A shortcut to develop and test HPC applications
e An vehicle to test with vendors’ legacy codes

www.gridpack.org
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» Create abstractions to hide indexing
Ca|CU|at|OnS and CommunlCatlon frOm Function App”ca’[ion Bus Class
application developers library modules N

» Promote software reuse by N
encapsulating functionality _ — oS5 applications
_ _ Matrix Operations 1
o Simplify usage of advanced libraries and Solvers i
nterfaces
e Create application modules for use In Indexing and communication

more complicated workflows Ptoued I wath Library [l HPC library
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 Wide variety of solvers and parallel linear
algebra avalilable

 Prebuilt modules available

= Power flow, State estimation, Contingency
analysis, Dynamic simulation, Dynamic state
estimation
* Robust support for task-based execution

= Both Windows and Linux

e GridPACK has been used in
= Other DOE projects in AGM, GMLC, and ECP
= Academia (Clemson University)

» Papers based on GridPACK appearing in
literature

e Talking to vendors as a platform for HPC
prototyping and testing
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WECC (Western Electricity Coordinating Council)
network partitioned between 16 processors
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e Contingency Analysis (CA)

e Dynamic Simulation

 Dynamic Security Assessment (DSA) under uncertainty
e Task manager to support Windows-based tools
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* Implemented based on GridPACK task
manager to assign contingencies to cores
based on their availability

* Collect results of separate calculations in a
distributed way to help user focus on useful
iInformation

* Performance index for contingency ranking
= Deviation of power flow from the base case
= Deviation of bus voltage from the base case
* Frequency of violations

= |dentify vulnerable portion of the grid

Northwest Example 1. Contingency Analysis (CA)

FO\cus
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e Contingency ranking based on e Deviation of maximum real power among
Performance Index all contingencies from base case
(PI) Ranked PI (MW) P_max-P_base (MW)
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e 250 MW needs to
flow through this line
If branch connecting
buses 10275 and
10873 falils
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e Test case: open European
model with full N-1 branch
contingencies (~20K)

* Near linear speedup

* Allow more contingency cases
simulated in a shorter time to
have a more complete picture

* Include more low voltage level
contingencies

= Full AC contingency analysis

10000

—e—Total Time

—e—Power Flow
—e—Store Statistics

1000 —e—\\rite Statistics

100

Time (sec)

1
1.0E+01 1.0E+02

# of cores

1.0E+03

Simulation time (wall-to-wall) with different number of cores
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 Core function to perform transient T -
analysis based on Differential
Algebraic Equations DS Bus Component DS Branch

. . , Component
 Include detailed dynamic models INNPNNNI  Dase Exciter Base Relay
and relay models Base Governor  gase Relay Base Relay

Base Exciter Base Relay

Base Relay

e Atime consuming process in Base Generator
today’s practise

Base Governor CENEEY

GENCLS EXDC1 WSIEG1 LVSHBL
GENROU ESST1A WSHYGP FRQTPAT

GENSAL ESST4B GGOV1 DISTR1

GridPACK dynamic simulation mini-framework
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E e Simulation details
_ = WECC system of 17,000 buses with detailed dynamic models and relay models.

= 20 seconds simulation, results compared with Powerworld.

e Achieved Faster-than-real-time simulation with 16 cores
» Powerworld took ~1 minutes (data in memory) (3X faster)

1.003
1.002 c .
| —PW Speed —GRIDPACK Speed No. of Cores Total Solution Time
- (seconds)
1 W
/ 1 72.9

0.999
0.998 2 45.0
- 4 31.0
o : 23.0
(L ———————————

SédddiiddNdagsdnNasausEnga 16 19.5
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« DSA: Dynamic Simulation (DS)
with Contingency

« Two-level parallelization to make
full use of computing resources

* Level 1: Task-based for
contingencies

= Level 2: multiple cores for
individual dynamic simulation d

Two-level .- A group of cores assigned
Parallelization .- to different contingencies

DS
(Base case)

Base case

N Outputs/
Visualization

CA List

15
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 DSA under uncertainty to address forecast errors under uncertainty
* Need to consider multiple scenarios (more task level parallelization)
 Need a framework to seamlessly like data from different applications

GridPACK

- . HE DS
(Base case)

Forecasts/

: Base case
Uncertainty
Scenario 1
3

Smart s Probability Outputs/
sampling Scenario 2 8 analysis Visualization

CA List

16



— \7/ Test Result with the ESCA-60 System

- Pacific
N Northwest

NATIONAL LABORATORY

. . . « C 0O | (@ gridpacklpnl.gova0s3 a4 00 % 0 ﬁ% i
: ;I I I l u I atl O n tl I I | e (S eC) 10 i Apps :} PIC - Trac ' DeinoMPI - High Pe D Advanced Grid Anal, @) IEEE Scholars | hitpsy/cgifederalse E SEATTLE events, fair: ? EPA Balancing Authc @0 Designer Men's Eye @ | Other bookmarl ks
Dynamic Simulation Real-time Path Rating Contingency Analysis

Time step (sec) 0.005

4 & Generator 1

_I: - w BLower Bound
# of scenarios 127 S
fw B Quantile 25
W W Quantile 50

# of contingencies 10 @8 Cusrite 75

4 & Generator 2

# of cases 1270 .

% W Quantile 25

K‘ S
_!jl{v‘\#‘/ |

\\

4 *»’,)A i O - I\

7 e \""M-. I G A

...... N R N A
§ A - . <

# of monitored =
4 4 ¥ Generator 3

generators l i BLower Bound

# BUpper Bound

A
% Ny
Y

R

5 B 8 8 8 B 8B 8 &

W B Quantile 25 RN

. w B Quantile 50
# of cores Time (sec) Speedup ¥ B Quantie 75 e
4 & Generator 4 09980
240 2

W Wlower Bound
W WUpper Bound 200 400 600 00 1,000 1,200 1,400 1,600 1,800 2,000

' B Dnantile 25

100 4.8
50 9.6
23 20.5
12.5 38.3




— Pfiﬁc Test Result with a WECC System
: Northwest

NATIONAL LABORATORY

. . . Voo T Vo= = .
Simulation time (sec) 20 ¢ C 0 Oodmiipmioor 2200808 !
i g oy Pt B Cewct o sigh Py [y Ateewwd Gesbaw. ) T Sonciers repnegteaeaiie. [ AT meers e W Bl Rdeecng b 8 Degew W b [ Clttal Ot (e . e Y
Time step (sec) 0.005 e pon-
o= Boung .-"r
# of scenarios 240 =iy \
If:hurif.&»i-& " II A
# of contingencies 1 aeT Wi
W BLoawd Bound = II |I
# of cases 240 . =3 °N /"\/—\/W
i B Cuartia T8 _ J
# of monitored 5 et ‘
generators

# of cores
46

46*

1218

DSA with Uncertainty Test Results using a WECC System

92 652 86
184 340 165
368 182 308

*. assume perfect speedup at 46-core
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E e Create a framework for multi-task
_—— simulations capable of executing Windows

based tools on Linux-based HPC machines HPC resources
= Leverage Wine application

* Being leveraged by Dynamic Contingency

GridPACK Task Manager

Analysis Tool (DCAT) for running PSS/E il
based simulation on Linux cluster machines

e Generic to be applied to other Windows wrapper wrapper wrapper
based simulation tools PSS/E PSLF

= Breakthrough point to allow Windows based
commercial tools access HPC resource




o

Pacific

Northwest DCAT + GridPACK

NATIONAL LABORATORY

 WECC system for 300 cases

= 4,722 seconds with 80 cores, a speed up of 70 was achieved
v' 30% reduction comparing against a 80-core Windows server (6,776 seconds)

= 2 700 seconds with 160 cores

DCAT HPC Speedup

DCAT HPC Computational Time 140
45,000
40,000 o
35,000 100
—~ 30,000
o 80
£ 25,000
£ 20,000 60
£
15,000 40
10,000
5,000 20
0 0
0 50 100 150 200 0 50 100 150 200
# of cores

# of cores
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* Vendors can make software available as a library that can be incorporated as
modules to extend GridPACK functionality
= Enable commercial tools to be integrated with more complex workflows
*= Focus on more efficient data management and analysis
= Create License Manager for running commercial tools in HPC environment

21
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* GridPACK is a full framework for developing HPC power grid applications
= Minimize the requirement of HPC programming
* Provide necessary elements to develop broader and more complicated functions

e Some applications already available for use

= Powerflow, contingency analysis, dynamic simulation, state estimation, dynamic state
estimation

 Performance has been demonstrated with in multiple projects

* Focus on demonstrating value of HPC to power grid community
= \Working with vendors and industry stakeholders
= Qutreach to academic institutions

22
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