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Scenario Clustering 



Setting and Motivation 
Two-Stage Convex  Stochastic Program 

 
 

 

Interior Point : KKT Conditions 
 

 

Interior Point : Newton Step & Block Representation 
 

 

Questions:  
- How to Address Scenario Complexity? 
- How to Address First-Stage Complexity? 
 

 
 



Addressing Scenario Complexity  
 

Outside-the-Solver Scenario Clustering (Aggregation, Compression) 
- Key: Cluster “Similar” Scenarios Based on Data Realizations 
- Birge 1985, Shetty 1987, Gondzio 2004, Sen 2005, Roemisch 2009, Sagastizabal 2010 ...   
- Advantages 

- Eliminates Redundancies and is Non-Intrusive 
- Issues 

- Cannot Guarantee Convergence/Feasibility of Original Problem (e.g, Only Bounds) 
- Refining Clusters Iteratively Has Limited Efficiency (e.g., Reuse Basis, Warm-start) 
- Compression Expensive (e.g., Matrix Aggregation, Tree Exploration, Needs Distribution) 

Inside-the-Solver  Scenario Elimination by Numerical Thresholds 
- Key: Some Scenarios Have “Less” Impact on First-stage (e.g., “Inactive”) Tits 2006, Grothey 2012 
- Advantages 

- Adaptive (Efficient) Along Search  
- Convergence to Original Problem 

- Issues:  
- Numerical Thresholds Needs Activity Resolution 
- Monte Carlo Sampling Can Induce Large Residuals (Ignore an “Active” Scenario) 
- Limited Compression (Does Not Eliminate “Large” Contributions & Redundancies) 

 

Inside-the-Solver Scenario Elimination by Monte-Carlo Sampling  
- Key: Use Small Sample Set to Compute Step or Precondition Nocedal 2011,2012, Anitescu 2011   



Inside-the-Solver Scenario Clustering (Proposal) 
 

Key Idea: 
- Cluster Scenarios Inducing “Similar” Actions Along First-Stage Step 

 
 

- Find Scenario Partition That Approximately Minimizes Distortion Metric 
 
 

 
- Heuristic: Applying a Clustering Scheme to Vectors                      and Taking         

 
Residual Characterization: 

- Clustering Leads to the Compressed Schur  System 
 
 
 

- Approximate Step Induces Residual on Full-Space Schur System: 
 
 
 

 
 

- Result I:                                                                   Minimize Residual by Minimizing Dist. Metric 
- Result II: Superlinear Convergence Possible without Full Scenario Representation 

Cluster Weights 

Schur System 



Addressing First-Stage Complexity:  
Sparse Compressed KKT Systems  
Key: Avoid Schur Complement Formation/Factorization (Dense) 
 
Result IIIa: First-Stage Step Delivered by Compressed Schur System is Equivalent to that of            

Sparse Compressed System: 
 
 
 
 
Result IIIb: First-Stage Step Delivered is Equivalent to that of Perturbed Full-Space System: 
 
 
 
 
 
Result IV: Full-Space Residual Induced by Compressed Sparse System: 
  



Inexact Interior Point Setting 



Clustering for Preconditioning 
 

Use Sparse Compressed System to Precondition Full-Space System 
 
 

- Result V: The Preconditioning Error Delivered by Sparse Compressed System Satisfies 
 
 
 
 
 
 

- Result VI: The Eigenvalues of the Full-Space and Perturbed System Satisfy 
 
 
 
 
 
 

 
- Can Make Preconditioner Asymptotically Exact by Increasing Number of  Clusters 

 
- Enables Sparse Preconditioning as Opposed to Dense Schur Preconditioning (Petra&Anitescu, 2011) 
 

Exact Preconditioning 
Inexact Preconditioning 



Multi-Level Preconditioning 
 

- Clustering Can be Embedded in a Multi-Level Scheme 
- Cluster Until Lower Level is Factorizable (e.g., 100  50  25) 
- Apply Iterative Solver at Upper Levels (Never Factorize Matrix with Large Number of Scenarios) 
 



Numerical Results - CUTEr  
 
- Add Stochastic Perturbations to Deterministic QPs  
 

 
- Algorithmic Behavior (Inexact Newton) – Compression Rate of 75%  
 



Numerical Results - CUTEr  
 

- Residual Behavior (First and Final Iteration) 
 

Tolerance 



Numerical Results - CUTEr  
 

- Number of Iterations for Problem Set (Inexact Newton)  – 50% Compression Rates 
 

 
- Matlab’s Hierarchical Clustering  (Default Options) 

 
- K-Means Unstable (Highly Dependent on Initial Guess) 
 



Numerical Results – Network Expansion 

 
- Number of Iterations as Function of Compression Rates – 100 Total Scenarios   
 



Numerical Results – Linderoth/Wright/Shapiro 
 

- Test Effectiveness of Preconditioner Using Scenario Clustering  
- Compare Against Scenario Elimination and No Preconditioning 
- “Large” Problems :  Limit of 50 Scenarios in Current Implementation 
- QMR Tolerance of 1e-6 
 

Observations: 
 - Clustering 2-3 Times More Effective Than Elimination 
    - Compression Rates of  50% Achievable 
    - Preconditioning Enables Scaling to Larger Problems (Inexact Newton More Sensitive)  



Multi-Level Preconditioning 
 

- Clustering Can be Embedded in a Multi-Level Scheme 
- Cluster Until Lower Level is Factorizable (e.g., 100  50  25) 
- Apply Iterative Solver at Upper Levels (Never Factorize Matrix with Large Number of Scenarios) 
 Test Case: 
 - Stochastic Day-Ahead Market Clearing, Philpott, 2009 
     -  One Load, 3 Thermal Generators 
     - Two Wind Power Suppliers with Uncertain Capacity 



Multi-Level Preconditioning 

 
200 Total Scenarios and 17,200 Variables in KKT System 

Lowest Level Factorizes KKT System with 25 Scenarios and 2,150 Variables (Compression of 87.5%)  



Conclusions and Future Work 

• Do Not Cluster Scenarios Based on Data, Cluster Based on Influence on Solution 
 

• Presented Strategies to Enable Inside-The-Solver Scenario Clustering 
- Inexact Newton and Preconditioning   
- Adaptive and Convergence to Original Problem 
- Eliminates Scenarios with Strong and Weak Contributions (Redundancies) 
- Do Not Require Distributional Information  
- Superlinear Convergence and Preconditioning via Interior Point Setting 
 

• Large Compression Rates (As Large as 90% in Certain Problems)   
 

• Clustering More Effective than Elimination and Sampling  
 
 
Opportunities 
 
   - Explore Different Clustering Techniques and Libraries (Big Research Area) 
   - Adaptive Sampling + Clustering 
   - Networks Compression  
   - Parallel Implementation 
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