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1.0 INTRODUCTION

1.1 BACKGROUND

In the United States, Title 49, Code of Federal Regulations (C.F.R.), Part 193
prescribes the federal safety standards for liquefied natural gas (LNG) facilities. The
siting requirements in Subpart B specify that each LNG container and LNG transfer
system must have vapor-gas dispersion exclusion zones calculated in accordance with
8193.2059. The regulation specifically approves the use of two models for performing
these calculations, DEGADIS and FEM3A, but also allows the use of alternative models
approved by the U.S. Department of Transportation.

The integral model DEGADIS was developed for the Gas Research Institute and
the U.S. Coast Guard specifically to account for effects such as gravity spreading,
negative or positive buoyancy effects on air entrainment, surface to cloud heat transfer,
and phase change energy effects associated with air humidity in modeling dispersion of
dense gases. The theoretical and experimental basis for the model was described in Gas
Research Institute Report No. 89/0242, LNG Vapor Dispersion Prediction with the
DEGADIS Dense Gas Dispersion Model. Extensive vapor dispersion experimental and
analytical work, beginning in 1982, was also conducted prior to adoption of DEGADIS
into the federal regulations in 1997 (RSPA, 1997).

1.1.1 Model Evaluation Protocol

In 2006, the Fire Protection Research Foundation (FPRF), at the request of the
National Fire Protection Association (NFPA), began to develop guidance to be used in
assessing vapor dispersion models in analyzing LNG facilities. The main focus of this
effort was to develop a means to review dispersion models based on their scientific basis
and through comparison with experimental data. The result of this study, released in
2007, was a Model Evaluation Protocol (MEP) that could be applied to determine the
suitability of any dispersion model to simulate dispersion of LNG spills on land (lvings et
al., 2007). In 2009, the NFPA LNG Technical Committee revised the 2009 edition of
NFPA 59A, Standard for the Production, Storage, and Handling of Liquefied Natural
Gas, to remove the prescription of DEGADIS and require that a model be acceptable to
the Authority Having Jurisdiction based on an evaluation using the MEP.

The MEP is based on the European Union Scientific Model Evaluation of Dense
Gas Dispersion Models, known as the SMEDIS protocol, which is in turn based on
criteria set by the Council of European Communities Model Evaluation Group on Heavy
Gas Dispersion. The MEP consists of three stages: scientific assessment; verification; and
validation. Initially, the physical, mathematical and numerical basis of the model is
reviewed (i.e., scientific assessment). Then, the model developer provides evidence
demonstrating that the model correctly implements the bases identified during scientific
assessment (i.e. verification). Finally, various simulations are performed with the model



and compared to a database of experimental results from wind tunnel and field trial tests
(i.e. validation) (lvings et al., 2007).

Results of the scientific assessment, model verification, and validation are
contained in the Model Evaluation Report (MER). Ivings et al. (2007) specifies that the
MER is composed of eight sections:

Section 0. Evaluation information;

Section 1. General model description;

Section 2. Scientific basis of model;

Section 3. User-orientated basis of model;

Section 4. Verification performed,;

Section 5. Evaluation against MEP qualitative assessment criteria;
Section 6. Validation performed and evaluation against MEP quantitative
assessment criteria; and

e Section 7. Conclusions

The results of application of the MEP to a specific model, as summarized in these
seven sections of the MER, can then be used as a basis for establishing the limitations
and safety margins of the dispersion model.

As part of the protocol development, the MEP was partly applied to both
DEGADIS and FEM3A. Based on the scientific assessment and model verification, the
limits of applicability of both models were described and an assessment of previous
validations were given. However, the lack of a standard validation database prevented
application of the full MEP from being within the scope of that report (lvings et al.,
2007). In February 2009, the FPRF completed and released both the validation database
and the “Guide to the LNG Model Validation Database,” with subsequent revisions in
September 2009 and May 2010 (Coldrick et al., 2010). Validation of DEGADIS or
FEMS3A against the database was not performed as application of the remaining portions
of the MEP was not within the scope of that effort.

1.1.2 PHMSA Advisory Bulletin ADB-10-07

In 2009, the National Association of State Fire Marshals (NASFM) released an
independent review of the MEP. The goal of NASFM’s report, “Final Report: Review of
the LNG Vapor Dispersion Model Evaluation Protocol,” was to ensure that hazard
models evaluated with the MEP process were suitable for the specific situations in which
LNG facilities were being planned (AcuTech, 2009). The panelists for the NASFM
effort suggested improvements to the MEP and also identified difficulties in using this
approach in a regulatory setting.



After reviewing the MEP report and validation database issued by the FPRF in
2007 and 2010, as well as the NASFM study, the U.S. Department of Transportation’s
Pipelines and Hazardous Materials Safety Administration (PHMSA) issued Advisory
Bulletin ADB-10-07 (Advisory Bulletin) to provide guidance on obtaining approval of
alternative vapor-gas dispersion models under Subpart B of 49 C.F.R. Part 193 (PHMSA,
2010). The approach is based on the scientific assessment, verification, and validation of
the MEP with adjustments to address the concerns raised by NASFM, as well as by staff
of the Federal Energy Regulatory Commission (FERC or Commission).

1.2 PROJECT SCOPE

This document provides the complete MEP, as adjusted by modifications from the
PHMSA Advisory Bulletin, to the DEGADIS dense gas vapor dispersion model specified
in 49 C.F.R. § 193.2059. This serves two purposes: (1) completing the MEP for
DEGADIS partially done by Ivings et al. (2007); and (2) illustrating the appropriate level
of information requested by the Advisory Bulletin for obtaining PHMSA approval of an
alternative vapor-gas dispersion model as allowed by §193.2059(a).

The document is intended for developers/evaluators who are going to submit a
request to PHMSA for an alternative model approval under 49 C.F.R. § 193.2059(a).
Sections 2.0 and 3.0, as well as the validation database, provide an example of the level
of detail requested by ABD-10-7. Section 4.0 provides an example of the suitability and
limitation descriptions which would be included in a public PHMSA approval.

Completion of the MEP and the DEGADIS validation work was performed by
FERC staff. The validation work which accompanies this report is included in the Excel
spreadsheet, entitled “DEGADIS Validation Database.xls,” being issued concurrently
with this document. Review of the MEP results and limitations for the suitable use of the
DEGADIS model in exclusion zone calculations was done by staff of the PHMSA.



20 RESULTS OF THE 2007 PARTIAL DEGADIS EVALUATION

2.1 SCIENTIFIC ASSESSMENT AND VERIFICATION

Appendix B 10.2 of Ivings et al., (2007) addressed all of the sections of the MEP
guidance, except for Section 6.2, “Evaluation against MEP quantitative assessment
criteria.” The conclusions of Appendix B are available upon request from the FPRF and
are not repeated in this document. Certain sections of the scientific assessment that were
addressed did not provide enough detail to thoroughly evaluate the limitations of the
model. As discussed in the following sections, the Advisory Bulletin was used to address
those areas.

2.2 APPLICATION OF THE VALIDATION DATABASE TO DEGADIS

Using the LNG Model Validation Database, the following sections of the MEP
can now be completed for the DEGADIS model (Coldrick et al., 2010):

6.2.1 Validation cases modeled;

6.2.2 Model performance for key statistical evaluation parameters;
6.2.3 Evaluation against quantitative assessment criteria; and
6.2.4 Additional comments.

2.2.1 Validation Cases Modeled (MER Section 6.2.1)

The DEGADIS model is limited to dispersion over unobstructed level terrain with
uniform roughness length specified by the user. Therefore, the current validation study is
limited to the following field trials and wind tunnel trials conducted at full scale:

Maplin Sands 27, 34, 35;

Burro 3,7, 8, 9;

Coyote 3, 5, 6;

Thorney Island 45, 47;

CHRC A;

BA-Hamburg DA0120 (Unobstructed), DAT223 (Unobstructed 2); and
BA-TNO TUVO01, FLS.

The DEGADIS model is also limited to providing the concentration and
temperature along the vapor cloud centerline. Parameters are provided to determine the
concentration at crosswise and vertical locations along the vapor cloud, but similar
parameters are not provided for the temperature distribution. Therefore, values of
temperatures are not provided for evaluation.



2.2.2 Model Performance for Key Statistical Evaluation Parameters (MER
Section 6.2.2)

The model results are compared to the experimental measurements to develop the
following statistical performance measure (SPM) values: mean relative bias (MRB);
geometric mean bias (MG); mean relative square error (MRSE); geometric variance
(VG); factor of 2 (FAC2); concentration safety factor (CSF); concentration safety factor
at the lower flammability limit (CSF_LFL); distance safety factor (DSF); and distance
safety factor at the lower flammability limit (DSF_LFL). The SPM values are shown in
Table 2.2-1. Shaded cells indicated where the SPM were not within the MEP acceptance
criteria.

Table 2.2-1:
SPM Evaluation against Quantitative Assessment Criteria: Overall Trial Average

Quantitative Criteria

Data Set

-0.4<MRB <0.4
0.67< MG<1.5
MRSE<2.3
VG<3.3
FAC2 >50%
0.5<CSF<2
0.5< CSF_LFL<2
0.5<DSF<2
0.5< DSF_LFL<2

Maximum Arc-wise Gas Concentration

Field Trials 0
(Short Time Avg.) -0.47 | 0.60 | 0.49 | 1.80 | 58% | 1.93 | 1.80 | N/A | N/A

Field Trials

- 0
(Long Time Avg)) 0.77 | 041 | 092 | 3.76 | 36% | 3.13 | N/A | N/A | N/A

Wind-Tunnel Tests

0.79 | 243 | 0.80 | 2.84 | 36% | 0.47 | N/A | N/A | N/A
(Scaled)

Maximum Gas Concentration Arc-wise Distance

Field Trials .
(Short Time Avg.) -032 | 0.72 | 021 | 1.25 | 89% | N/A | N/A | 1.47 | 1.43

Field Trials

- 0
(Long Time Avg.) 029 | 0.74 | 0.19 | 1.23 | 89% | N/A | N/A | 1.43 | N/A

Wind-Tunnel Tests

050 | 168 | 0.32 | 1.42 | 68% | N/A | N/A | 0.62 | N/A
(Scaled)




Table 2.2-1 (cont’d):
SPM Evaluation against Quantitative Assessment Criteria: Overall Trial Average

Quantitative Criteria

Data Set

-0.4<MRB <0.4
0.67< MG<1.5
MRSE<2.3
VG<3.3
FAC2 >50%
0.5<CSF<2
0.5< CSF_LFL<2
0.5<DSF<2
0.5< DSF_LFL<2

Maximum Point-wise Gas Concentration

Field Trials 0
(Short Time Avg.) 0.52 | 3.73 | 1.28 |>1,000 | 46% | 0.91 | N/A | N/A | N/A

Field Trials

- 0
(Long Time Avg) 0.12 | 1.28 | 1.26 | >1,000 | 33% | 2.70 | N/A | N/A | N/A

Wind-Tunnel Tests

024 | 150 | 0.48 | 11.92 | 69% | 1.07 | N/A | N/A | N/A
(Scaled)

Cloud Width

Field Trials

0
(Short Time Avg.) 046 | 161 | 028 | 1.35 | 84% | N/A | N/A | 0.64 | N/A

Field Trials

0
(Long Time Avg)) 024 | 128|012 | 114 | 92% | N/A | N/A | 0.81 | N/A

Wind-Tunnel Tests

-0.09 | 0.91 | 0.03 | 1.03 |100% | N/A | N/A | 1.11 | N/A
(Scaled)

2.2.3 Evaluation Against Quantitative Assessment Criteria (MER Section 6.2.3)

With the exception of the maximum gas concentration arc-wise distance SPM
values, DEGADIS does not meet the MEP quantitative assessment criteria. The SPM
values for maximum arc-wise gas concentration indicate DEGADIS may over-predict
maximum arc-wise concentrations by more than a factor of 2 with a moderate to large
degree of scatter. The SPM values for the maximum point-wise gas concentration
indicate DEGADIS may under-predict or over-predict maximum point-wise
concentrations by more than a factor of 2 with an extremely high degree of scatter. The
SPM values for plume width indicate DEGADIS may under-predict cloud widths by less
than a factor of 2 with a low degree of scatter. The results also indicate that DEGADIS is
more over-predictive and generally shows less scatter for long time averages than short
time averages.




2.2.4 Additional Comments (MER Section 6.2.4)

As stated in the Advisory Bulletin, model predictions outside the quantitative
assessment criteria do not necessarily mean that the model is unacceptable. However,
such results may alternatively impact the safety factor associated with the model.

Based on the MEP groups, it would appear that DEGADIS is generally over-
predictive by more than a factor of 2 and therefore additional safety margins may be seen
as over-burdensome. However, upon examination of individual test and sensor data,
SPM trends become clearer in the model predictions, as shown in Table 2.2-2. Results of
the individual tests and sensor data trends are discussed below.



Table 2.2-2:
SPM Evaluation against Quantitative Assessment Criteria: Individual Trial Average

Quantitative Criteria
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Maximum Arc-Wise Gas Concentration

Maplin Sands 27 (short) -0.08 | 0.93 | 0.37 | 155 | 75% | 129 |1.40| N/A | N/A
Maplin Sands 34 (short) 0.24 | 128 | 0.06 | 1.06 [100% | 0.78 |0.74| N/A | N/A
Maplin Sands 35 (short) -0.33 | 0.71 ] 0.17 | 1.20 | 83% | 145 |1.28| N/A | N/A
Burro 3 (short) -1.00 | 0.32 | 1.05 | 248 | 0% 331 |3.37| N/A | N/A
Burro 3 (long) -1.37 1 0.18 | 1.90 | 2149 | 0% 592 | N/A| N/A | N/A
Burro 7 (short) -0.79 | 042 | 0.78 | 264 | 33% | 262 |1.86| N/A | N/A
Burro 7 (long) -1.09 | 0.28 | 1.26 | 561 | 0% 3.75 | N/A| N/A | N/A
Burro 8 (short) 008 | 109 | 021 | 1.25 | 75% | 1.01 |0.77 | N/A | N/A
Burro 8 (long) -0.09 | 090 | 0.36 | 1.50 | 50% | 1.35 | N/A | N/A | N/A
Burro 9 (short) -0.64 | 051 | 046 | 1.70 | 67% | 2.04 |1.95| N/A | N/A
Burro 9 (long) -0.80 | 041 | 0.80 | 2.89 | 33% | 2.78 | N/A| N/A | N/A
Coyote 3 (short) -0.93 1 0.36 | 0.91 | 3.36 | 0% 2.88 |2.78 | N/A | N/A
Coyote 3 (long) -1.42 | 0.17 | 2.02 | 25.27 | 0% 6.30 | N/A| N/A | N/A
Coyote 5 (short) -0.57 | 056 | 0.33 | 144 | 75% | 180 |1.77| N/A | N/A
Coyote 5 (long) -1.17 | 0.26 | 1.40 | 9.10 | 0% 4.05 | N/A| N/A | N/A
Coyote 6 (short) -0.68 | 049 | 050 | 148 | 75% | 2.10 |2.06 | N/A | N/A
Coyote 6 (long) -1.03 1 0.32 | 1.08 | 3.69 | 0% 3.21 | N/A| N/A | N/A
Thorney Island 45 (long) -0.29 | 0.74 | 0.20 | 1.24 | 89% | 142 |N/A| N/A | N/A
Thorney Island 47 (long) -0.28 | 0.75] 0.18 | 1.21 | 83% | 142 |N/A| N/A | N/A
CHRC A (scaled) 031 | 136 | 0.10 | 1.11 |[100% | 0.74 |N/A | N/A | N/A
Hamburg DA0120 (scaled) 1.15 | 381 | 1.37 | 656 | 13% | 0.28 | N/A | N/A | N/A
Hamburg DAT 223 (scaled) | 0.63 | 1.97 | 056 | 1.95 | 33% | 0.56 |N/A| N/A | N/A
TNO FLS (scaled) 081 [ 242 | 0.75 | 246 | 17% | 0.44 | N/A | N/A | N/A




Table 2.2-2 (cont’d):
SPM Evaluation against Quantitative Assessment Criteria: Individual Trial Average

Quantitative Criteria
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Maximum Gas Concentration Arc-Wise Distance

Maplin Sands 27 (short) -0.08 | 0.92 | 0.10 | 1.11 |100% | N/A | N/A | 1.13 | 1.20
Maplin Sands 34 (short) 0.16 | 1.18 | 0.03 | 1.03 |100% | N/A | N/A | 0.85 | 0.80
Maplin Sands 35 (short) -0.26 | 0.77 | 0.11 | 1.12 |100% | N/A | N/A | 1.33 | 1.19
Burro 3 (short) -0.63 | 0.52 | 0.43 | 1.60 | 50% | N/A | N/A | 1.96 | 2.21
Burro 3 (long) -0.55 | 056 | 0.35 | 1.47 | 75% | N/A | N/A | 1.82 | N/A
Burro 7 (short) -0.65 | 0.50 | 0.56 | 1.93 | 33% | N/A | N/A | 2.18 | 1.52
Burro 7 (long) -0.64 | 0.50 | 0.56 | 1.93 | 33% | N/A | N/A | 2.17 | N/A
Burro 8 (short) 0.05 | 1.05| 0.10 | 1.11 [100% | N/A | N/A | 1.00 | 0.87
Burro 8 (long) 0.04 [ 1.04 | 0.11 | 1.11 |100% | N/A | N/A | 1.02 | N/A
Burro 9 (short) -0.41 | 0.66 | 0.22 | 1.27 | 67% | N/A | N/A | 1.57 | 1.54
Burro 9 (long) -0.36 | 0.69 | 0.21 | 1.25 | 67% | N/A | N/A | 1.52 | N/A
Coyote 3 (short) -0.55 | 0.57 | 0.31 | 1.39 |100% | N/A | N/A | 1.77 | 1.78
Coyote 3 (long) -0.48 | 0.61 | 0.24 | 1.29 |100% | N/A | N/A | 1.65 | N/A
Coyote 5 (short) -0.36 | 0.70 | 0.13 | 1.15 | 100% | N/A | N/A | 1.44 | 1.48
Coyote 5 (long) -0.14 | 0.87 | 0.05 | 1.05 |100% | N/A | N/A | 1.17 | N/A
Coyote 6 (short) -0.48 | 0.62 | 0.23 | 1.27 |100% | N/A | N/A | 1.63 | 1.67
Coyote 6 (long) -0.45 | 0.63 | 0.20 | 1.23 |100% | N/A | N/A | 1.58 | N/A
Thorney Island 45 (long) -0.06 | 0.94 | 0.08 | 1.09 |100% | N/A | N/A | 1.10 | N/A
Thorney Island 47 (long) -0.28 | 0.74 | 0.18 | 1.23 | 83% | N/A | N/A | 1.44 | N/A
CHRC A (scaled) 0.24 | 1.27 | 0.07 | 1.07 |100% | N/A | N/A | 0.79 | N/A
Hamburg DA0120 (scaled) 0.73 [ 217 | 057 | 1.90 | 25% | N/A | N/A | 0.47 | N/A
Hamburg DAT 223 (scaled) | 0.36 | 1.45 | 0.19 | 1.22 |100% | N/A | N/A | 0.71 | N/A
TNO FLS (scaled) 046 |[1.61 | 0.26 | 1.31 | 83% | N/A | N/A | 0.64 | N/A




Table 2.2-2 (cont’d):
SPM Evaluation against Quantitative Assessment Criteria: Individual Trial Average

Quantitative Criteria
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Maximum Point-Wise Gas Concentration

Burro 3 (short) 1.04 |16.28 | 1.95 | >1000 | 45% | 0.47 | N/A | N/A | N/A
Burro 3 (long) 0.49 | 3.87 | 1.38 | >1000 | 27% | 0.97 | N/A | N/A | N/A
Burro 7 (short) 042 | 2.78 | 1.20 | >100 | 60% | 0.96 | N/A | N/A | N/A
Burro 7 (long) -0.24 | 0.89 | 1.67 | 31.6 | 10% | 3.05 | N/A | N/A | N/A
Burro 8 (short) 041 | 4.05 | 1.10 [ >1000 | 52% | 0.98 | N/A | N/A | N/A
Burro 8 (long) 0.25 | 410 | 1.19 |[>1000 | 52% | 1.25 | N/A | N/A | N/A
Burro 9 (short) 0.38 | 3.02 | 1.01 | >1000| 60% | 0.96 | N/A | N/A | N/A
Burro 9 (long) -0.03 | 1.34 | 091 | 336 | 40% | 1.52 | N/A | N/A | N/A
Coyote 3 (short) 0.80 | 405 | 1.58 | >100 | 42% | 0.65 | N/A | N/A | N/A
Coyote 3 (long) -0.77 | 0.30 | 1.73 | 429 | 25% | 8.06 | N/A | N/A | N/A
Coyote 5 (short) 0.60 | 293 | 1.31 | >100 | 29% | 0.92 | N/A | N/A | N/A
Coyote 5 (long) -0.24 | 0.77 | 093 | 521 | 43% | 2.44 | N/A | N/A | N/A
Coyote 6 (short) 0.13 | 166 | 098 | 59.0 | 38% | 1.31 | N/A | N/A | N/A
Coyote 6 (long) -0.49 | 0.64 | 1.16 | 814 | 15% | 251 | N/A | N/A | N/A
CHRC A (scaled) 0.14 | 161 | 0.58 | >100 | 78% | 1.30 | N/A | N/A | N/A
Hamburg DAT 223 (scaled) | 0.51 | 1.72 | 0.37 | 1.53 | 63% | 0.62 | N/A | N/A | N/A
BA TNO TUVOL1 (scaled) -0.08 | 0.92 | 0.21 | 1.25 |100% | 1.20 | N/A | N/A | N/A
BA TNO FLS (scaled) 042 | 159 | 047 | 1.80 | 52% | 0.76 | N/A | N/A | N/A
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Table 2.2-2 (cont’d):
SPM Evaluation against Quantitative Assessment Criteria: Individual Trial Average

Quantitative Criteria
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Cloud Width

Burro 3 (short) 0.78 | 230 | 0.65 | 2.11 | 33% N/A | N/A| 0.45 | N/A
Burro 3 (long) 051 | 169 | 0.28 | 1.35 | 67% N/A | N/A| 0.60 | N/A
Burro 7 (short) 0.43 | 155 | 0.20 | 1.24 | 100% N/A N/A | 0.65 | N/A
Burro 7 (long) 0.25 | 1.28 | 0.07 | 1.07 | 100% N/A N/A | 0.78 | N/A
Burro 8 (short) 034 | 142 | 021 | 1.25 | 75% N/A | N/A| 0.74 | N/A
Burro 8 (long) 038 | 148 | 0.22 | 1.27 | 75% N/A | N/A| 0.71 | N/A
Burro 9 (short) 049 | 165| 025 | 1.31 |100% | N/A |N/A|0.61 | N/A
Burro 9 (long) 0.24 | 1.27 | 0.06 | 1.06 | 100% N/A | N/A| 0.79 | N/A
Coyote 3 (short) 059 [185| 039 | 155 | 67% N/A | N/A| 056 | N/A
Coyote 3 (long) -0.18 | 0.83 | 0.08 | 1.08 | 100% N/A | N/A| 1.23 | N/A
Coyote 5 (short) 049 | 165 | 0.22 | 1.29 [100% | N/A |N/A|0.61 | N/A
Coyote 5 (long) 034 | 141 | 011 | 1.13 |100% | N/A |N/A|0.71 | N/A
Coyote 6 (short) 022 | 1.25| 0.09 | 1.10 |100% | N/A |N/A|0.81 | N/A
Coyote 6 (long) 0.11 | 1.12 | 0.02 | 1.02 [100% | N/A |N/A|0.90 | N/A
CHRC A (scaled) -0.04 | 096 | 0.04 | 1.04 |100% | N/A |N/A| 106 | N/A
BA TNO FLS (scaled) -0.13 | 0.88 | 0.02 | 1.02 |100% | N/A |N/A| 114 | N/A

DEGADIS generally over-predicts maximum arc-wise concentrations for field
trials by approximately a factor of 2. Approximately 69% of the data were over-
predicted (CSF>1) with approximately 40% being over-predicted by more than a factor
of 2 contributing to the reason DEGADIS did not meet the MEP quantitative acceptance
criteria for MRB, MG, and FAC2. The over-prediction is more severe for field trials
with long time averages compared to field trials with short time averages. The higher
over-prediction for longer time averages can be attributed to the little sensitivity the
model shows to longer time averages compared to the sensitivity the experimental data
exhibits.
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DEGADIS generally under-predicts concentrations for wind tunnel tests by
approximately a factor of 2. All of the scaled data were under-predicted (CSF<1) with
approximately 64% of the scaled data being under-predicted by more than a factor of 2
(CSF<0.5). The longer time averages associated with the wind-tunnel tests are not as
likely to affect the concentrations, since the wind-tunnel tests had near steady state
releases.

All the data sets met the quantitative acceptance criteria for MRSE, since
generally the field trials and wind-tunnel tests showed similar trends resulting in less
scatter about the mean (i.e., over-predictive of field tests and under-predictive of wind
tunnel tests). Since the field trials and wind-tunnel trials had opposite trends, the VG for
the trial average was higher than the MEP acceptance criteria. The larger VG attributed
to field trials with long time averages is a result of some sensors being more sensitive to
the longer time averages than others, resulting in some data points being over-predicted
by significant margins compared to others.

DEGADIS tends to over-predict concentrations in the near field where
concentrations are still high and under-predict concentrations in the far field where
concentrations become low, as shown in Figure 2.2-1 and Figure 2.2-2, which compare
the measured and predicted concentrations (with ideal solid line and factor of 2 dotted
lines). The transition from over-predictive to under-predictive happens near the lower
flammability limit (LFL) concentration (5%).
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DEGADIS generally meets all the MEP quantitative acceptance criteria for the
maximum gas concentration arc-wise distance with the exception of the wind-tunnel
tests. The reason for the better results compared to the maximum arc-wise gas
concentrations is two-fold. The large over-prediction of gas concentration in the near
field is mitigated by the large drop off in concentration in the near field, and the large
over-prediction of gas concentration in the far field is mitigated by the smaller change in
concentration in the far field. For these reasons, the distance safety factor may not be
affected by seemingly large concentration discrepancies that are actually small
differences in distance.

DEGADIS generally over-predicts the distance to a given concentration for field
trials by approximately a factor of 1.5. Approximately 89% of the field data is predicted
with a factor of 2. The over-prediction is similar for short time averages and large time
averages. This can be explained by the experimental gas concentration data in the near
field being affected more by longer time averaging compared to the distances to the gas
concentration in the near field. DEGADIS under-predicts the distance to a given
concentration for wind-tunnel tests by a factor of 1.5. Approximately 68% of the wind-
tunnel data is within a factor of 2.

DEGADIS predicts the maximum point-wise gas concentrations with a wide
degree of scatter. DEGADIS generally seems to over-predict point-wise gas
concentrations that are located closer to the cloud centerline where the maximum arc-
wise concentration often occurred, and under-predict point-wise gas concentrations that
are located farther from the cloud centerline. In addition, DEGADIS generally seems to
under-predict short time averages and over-predict long time averages with a difference
of a factor of 2 or more between them. The wide degree of scatter and inability of the
DEGADIS crosswind gas concentration similarity profile to model bifurcation of clouds
may make it unreliable to model point-wise gas concentrations.

DEGADIS generally meets all the MEP quantitative acceptance criteria for cloud
width. DEGADIS generally over-predicts the distance to a given concentration for field
trials by approximately a factor of 1.5. Approximately 84-92% of the field data is
predicted with a factor of 2. DEGADIS shows better agreement with scaled wind-tunnel
tests with all data within a factor of 2.

Anomalies

As shown in Figure 2.2-3, DEGADIS under-predicts the distance to the LFL for
Burro 8 and Maplin Sands 34, but is well within a factor of 2.
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Figure 2.2-3 Short Time Average Measured and Predicted Distance to LFL

As shown in Figure 2.2-4, Maplin Sands data comparisons indicate that the model
may be less conservative for dispersion over water. The inclusion of the water transfer
sub-model had negligible effect on the gas concentration, raising some question as to the
validity of the water transfer sub-model. The Maplin Sands 34 is the only other LNG
field trial to show under-prediction, but this is partly due to the larger amount of data
points taken in the far-field, in which the model tends to be more under-predictive.

As shown in Figure 2.2-4, Burro 8 data comparisons indicate that the model may
be under-predictive for low wind speed with high atmospheric stabilities, which is a
larger concern due to its applicability to the 49 C.F.R. § 193.2059 requirements (2 meters
per second [m/s], F stability). Comparison against longer time averages will tend to
reduce the concentration of the experiment (but not the model) and make it appear
conservative.
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As shown in Figure 2.2-5, the only other low wind speed, high stability data
(Thorney Island 45 and 47) indicated over-prediction. However, it was compiled using
long time averages and matched closely with the Burro 8 long time average, which makes
it difficult to comment as to whether under-prediction of low wind speed is a trend or not.
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3.0 APPLICATION OF PHMSA ADVISORY BULLETIN ADB-10-07

This section provides a review of the DEGADIS model in accordance with the
Advisory Bulletin and required supplementary documentation for obtaining approval of
alternative vapor-gas dispersion models under Subpart B of 49 C.F.R. Part 193 (PHMSA,
2010) (Coldrick et al., 2010). In each of the following sections, the additional material
requested by the Advisory Bulletin is reviewed and discussed.

3.1 SOURCE GEOMETRY HANDLED BY THE DISPERSION MODEL (MER
SECTION 2.1.1.2; ADB-10-07 SECTION 1.A-D)

The DEGADIS model is able to simulate the dispersion of vapors emanating from
ground level with zero momentum (i.e., a vaporizing liquid pool spreading axi-
symmetrically). The model requires specification of a source radius and vaporization rate
as a function of time. Source terms of regular geometries (e.g., circles, squares and low
aspect ratio geometries) may be simplified to a circular area source term of equivalent
cross-sectional area. Sources with high aspect ratios (e.g., long trenches) or irregular
geometries cannot be directly inputted and may not be appropriately represented as a
circular area. Therefore the model is not valid for those scenarios. Multiple source
locations cannot be modeled.

DEGADIS is also able to simulate the dispersion of vapors from an elevated,
vertically oriented gaseous jet source term with vertical momentum for plumes that
become neutrally buoyant before reaching grade (e.g., vent stack releases and vertical
pressure relief releases that do not reach grade). Horizontally oriented gaseous source
terms, gaseous source terms with horizontal momentum, and gaseous source terms that
may reach grade level where dense gas cloud effects may be applicable may not be
accurately simulated by this model.

3.2 WIND FIELD (MER SECTION 2.2.2.1; ADB-10-07 SECTION 2)

The DEGADIS model is able to simulate steady state wind profiles. The model is
not able to simulate transient wind speed or direction. Low wind speeds (less than 2 m/s)
can be modeled, but may not be handled well by the model and may result in under-
prediction of the hazard distance.

3.3 STRATIFICATION (MER SECTION 2.2.2.3; ADB-10-07 SECTION 3)

In the DEGADIS model, the Monin-Obukhov length is calculated automatically
based on the Pasquill-Gifford category specified (A, B, C, D, E, or F). Specifying a
different Monin-Obukhov length is also possible and will supersede any calculated value.
Temperature and/or turbulence profiles cannot be inputted by the user. High atmospheric
stability (F stability) can be modeled, but may not be handled well by the model and may
result in under-prediction of the hazard distance.
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3.4 TERRAIN TYPES AVAILABLE (MER SECTION 2.2.3.1; ADB-10-07
SECTION 4) & COMPLEX EFFECTS (MER SECTION 2.3.1.2; ADB-10-07
SECTION 4)

The DEGADIS model is limited to dispersion over unobstructed level terrain with
uniform roughness length specified by the user. Sloped or varying terrain will affect the
gravity spreading of a dense gas release. For dense gas releases, such as LNG vapor, the
cloud will be stretched out as the dense gas plume flows along downward slopes.
Therefore, for downward slopes, the centerline concentrations may be over-predicted in
the near field, but under-predicted in the far field. Correspondingly, cross-wise
concentrations and cloud widths may be over-predicted in the near field, but under-
predicted in the far field. In contrast, upward slopes will oppose the movement of the
dense gas, causing the vapor to accumulate and spread perpendicular to the upward slope.
Therefore, for upward slopes, the centerline concentrations may be under-predicted in the
near field, but over-predicted in the far field. Correspondingly, cross-wise concentrations
and cloud widths may be under-predicted in the near field, but over-predicted in the far
field. DEGADIS was not validated against sloped terrain tests, since it is not designed to
simulate those scenarios.

3.5 OBSTACLE TYPES AVAILABLE (MER SECTION 2.2.4.1; ADB-10-07
SECTION 5) & COMPLEX EFFECTS (MER SECTION 2.4.3.1; ADB-10-07
SECTION 5)

The model is limited to dispersion over unobstructed level terrain with uniform
roughness length specified by the user. For most instances, downwind concentrations
assuming unobstructed terrain will be over-predictive. However, there are instances
where downwind concentrations could be under-predictive due to wind channeling
effects (Melton & Cornwell, 2009). Wind channeling may occur between adjacent LNG
storage tanks, buildings, or large structures, which may result in the model being under-
predictive for LNG vapor concentrations.

36 TURBULENCE MODELING (MER SECTION 2.3.1.5; ADB-10-07
SECTION 6)

The DEGADIS model parameterizes turbulence based on empirical turbulence
coefficients formed from the user-specified atmospheric parameters (horizontal turbulent
diffusivity) and Richardson number (vertical turbulent diffusivity).

The parameterization for horizontal turbulence is based on functions of the
Pasquill stability category and averaging time. As averaging time increases, different
empirical coefficients are used.

For Richardson numbers greater than zero, the parameterization for vertical
turbulence is based on laboratory scale data for vertical mixing in stable density stratified
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fluid flows reported by Kantha et al (1977), Lofquist (1960), and McQuaid (1976)
(Havens, Spicer 1990). For Richardson numbers less than zero, the function is taken
from Colenbrander and Puttock (1983) and modified so the passive limits of the two
functions agree (Havens, Spicer, 1990). When heat transfer from the surface is present,
vertical mixing is enhanced by convection turbulence and is parameterized based on work
by Zeman and Tennekes (1977) (Havens, Spicer, 1990).

The plume model has separate parameterizations for turbulence caused by jet
effects. For area source terms, the parameterization of turbulence is a simplification
based on unobstructed stably stratified flows. Therefore, it would not be appropriate for
use in situations where obstructions are to be considered or where source terms with high
momentum (i.e., jet releases) that may result in additional turbulence exist. For jet source
terms, the parameterization of turbulence is based on jet effects and does not account for
turbulence associated with impingement of a jet or with a dense vapor cloud reaching
grade, and therefore would not be appropriate for releases that impinge on surfaces or
reach grade.

3.7 BOUNDARY CONDITIONS (MER SECTION 2.3.1.7; ADB-10-07
SECTION 7)

The model requires the user to specify: the source term as a radius and
vaporization rate at different time intervals; the wind profile in terms of the Pasquill-
Gifford category (or Monin-Obukhov length); and the surface roughness. Zero velocity
is imposed at the ground boundary condition. No other boundary conditions are able to
be specified by the user.

3.8 COMPLEX EFFECTS: AEROSOLS (MER SECTION 2.3.1.1; ADB-10-07
SECTION 8)

Using DEGADIS, flashed vapors may be treated as gaseous jet source terms.
However, for jet source terms, DEGADIS assumes a vertically oriented release with
vertical momentum. DEGADIS also does not account for turbulence generated from
plumes that reach grade or releases that impinge onto surfaces. Therefore, jet source
terms, horizontally oriented gaseous source terms, gaseous source terms with horizontal
momentum, and gaseous source terms that may reach grade level may not be accurately
simulated by this model.

The model is not able to explicitly simulate the formation, vaporization, rainout, or
subsequent dispersion of aerosol droplets. Hanna, et al. (1993) has attempted to simulate
the dispersion of evaporated aerosol by specifying a source term based on the density of
the vapor-aerosol-air mixture and the mole fraction of vapor-aerosol in the cloud (based
on the corresponding mass concentration of the vapor-aerosol) obtained by assuming
complete adiabatic mixing.
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3.9 COMPUTATIONAL MESH (MER SECTION 2.4.3.1; ADB-10-07 SECTION 9)

As use of a computational mesh is not related to integral models such as
DEGADIS, this section is not applicable.

3.10 DISCRETIZATION METHODS (MER SECTION 2.4.2.3; ADB-10-07
SECTION 10)

DEGADIS solves ordinary differential equations using the Runge-Kutta method
with a variable step that is 4th order accurate. This is one of the oldest and probably the
most commonly used numerical method for integral type models. More accurate
numerical solution methodologies now exist, but are not expected to have a great effect
on the results.

3.11 SOURCES OF MODEL UNCERTAINTY (MER SECTION 2.6; ADB-10-07,
SECTION 11)

All models contain simplifications to minimize the computational time, which
causes a certain degree of uncertainty and limits the applicability of the model. The areas
of uncertainty for the DEGADIS model would be the numerical solver used to discretize
the space, the source term simplification, the steady state wind profile simplification, and
the turbulence parameterization.

3.12 SENSITIVITY TO INPUT (MER SECTION 2.6.4; ADB-10-07 SECTION 12)

A sensitivity analysis of the DEGADIS model was conducted based on the various
inputs that could be specified, including source term, wind speed, surface roughness,
atmospheric stability (and/or Monin-Obukhov Length), ambient temperature, ambient
pressure, ambient relative humidity, and molecular weight. The sensitivity of the model
was determined based on respective uncertainties for those values. Each sensitivity case
Is denoted by a corresponding letter and number. The letter corresponds to a different
source term and the number designates the inputted variables as shown in Table 3.12-1.

The base case assumes values provided in the MEP, which were verified with the
original data series reports available (Goldwire et al 1983a), (Goldwire, et al 1983b),
(Koopman et al 1982a), (Koopman et al 1982b), (Colenbrander et al 1984a),
(Colenbrander et al 1984b), (Colenbrander et al 1984c), (Johnson, 1985). Notes have
been provided in the validation database for instances where there were conflicts between
the MEP and original data series reports. The original data series reports were utilized to
generate the sensitivity bounds for the inputs into DEGADIS. The lower and upper
sensitivity bounds were based upon the lower and upper quartiles of the data. Where the
lower and upper quartiles did not vary by more than 10% from the mean, no sensitivity
analysis was conducted (e.g., a_10 and a_13). Since the wind tunnel tests were
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conducted under controlled atmospheric conditions, the wind tunnel test data were not
subject to any sensitivity analyses related to atmospheric conditions. Values for the base
case and sensitivity analyses are justified in the validation database.

Table 3.12-1: Sensitivity Case Designations
Case Designation Description
a Base case

b * Alternative source term

c* Alternative source term

al Averaging time sensitivity

a2 Lower wind speed sensitivity

a3 Higher wind speed sensitivity

a4 Alternative wind speed sensitivity

ab Lower surface roughness sensitivity

a6 Higher surface roughness sensitivity

a7 Monin-Obukhov Length sensitivity

a8 Lower atmospheric stability sensitivity

a9 Higher atmospheric stability sensitivity

a_10 Ambient temperature sensitivity

a1l Ambient pressure sensitivity

a_12 Ambient relative humidity sensitivity

a_13 Surface temperature sensitivity

a 14 Water Transfer Submodel sensitivity

a_15 Molecular weight sensitivity

The sensitivity cases and results are shown in Appendix A. Highlighted values
indicate the upper and lower bounds of the calculated concentrations and distance to the
LFL.

The ranges in concentrations are also shown in Appendix A with graphical
depictions (vertical error bars) for each experiment followed by input/output summaries
for each sensitivity run. The largest uncertainties are due to the specification of the
surface roughness, wind speed, and molecular weight. As expected, specifying a lower
surface roughness will generally result in higher concentrations downwind and
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subsequently longer distances to the LFL and vice versa. As expected, specifying a lower
wind speed will generally result in higher concentrations downwind and subsequently
longer distances to the LFL and vice versa. Specifying a lighter molecular weight of
LNG (i.e., as methane) generally will result in higher concentrations downwind and
subsequently longer distances to the LFL and vice versa. Overall, the concentrations may
differ by more than a factor of four and downwind dispersion distances to the LFL may
differ by up to a factor of two, dependant on the uncertainty in the user input and
sensitivity to that input.

3.13 LIMITS OF APPLICABILITY (MER SECTION 2.7; ADB-10-07
SECTION 13)

The DEGADIS model is limited to dispersion over unobstructed level terrain with
uniform roughness length specified by the user. The model cannot accurately simulate
obstructed, sloped or varying terrain or terrain with varying surface roughness length.

The model does not have a built-in source term model and requires user-input to
describe the source term. The source terms that can be defined are: (1) a single regularly
shaped area source term with no momentum with specified equivalent radius and
vaporization rate with respect to time (i.e., a single steady state or spreading vaporizing
pool); or (2) an elevated vertically oriented gaseous jet source term with vertical
momentum for plumes that become neutrally buoyant before reaching grade with
specified diameter, elevation, release rate, and duration of release (i.e., a single time-
limited elevated gaseous jet from a vent stack, pressure relief valve). Flashed vapors may
be treated as gaseous source terms, where appropriate. Aerosol formation, vaporization,
rainout, or subsequent dispersion of aerosol droplets cannot be modeled explicitly by the
model, but alternative approaches may be suitable subject to further evaluation. The
model cannot model multiple source terms that may occur simultaneously, nor can it
accurately simulate a single source term with a highly irregular geometry or high aspect
ratio (e.g., trenches). The model is not able to simulate horizontally oriented gaseous
source terms, gaseous source terms with horizontal momentum, or gaseous source terms
that may reach grade level where dense gas cloud effects may be applicable.
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3.14 EVALUATION AGAINST THE MEP QUANTITATIVE ASSESSMENT
CRITERIA (MER SECTION 6.2.4; ADB-10-07 SECTION 14)

3.14.1  Uncertainty Analysis of Model Input

This series of uncertainty analyses accounts for model uncertainty due to
uncertainty in the assumption of input parameters specified by the user. This subtopic is
further broken down into seven areas.

I. Analysis of source term(s)

The DEGADIS model does not have a built-in source term model and requires the
specification of the source diameter and vaporization rate as a function of time.

For experiments involving LNG spills over water, this model validation study used
the ABS (American Bureau of Shipping)/FERC LNG pool spread source term model to
determine pool diameter and vaporization rates as a function of time (FERC, 2004a)
(FERC, 2004b). The ABS/FERC LNG pool spread model assumes a 0.167 kg/m?/sec
vaporization rate based on empirical data for spills over water. For all other experiments
the specified pool diameters and rates were used and no sensitivity analysis was
performed.

For the Thorney Island and wind tunnel trials, the gas was released through a well
defined opening at ground level that was designed to give a release with negligible
vertical momentum. The source term was defined based on this information without any
need for additional sensitivity analyses. This approach is similar to previous validation
studies (Hanna, et al 1993).

For experiments involving LNG spills over water, a sensitivity analysis was
conducted to examine the effect of pool spread velocity. The ABS/FERC model, which
models the pool spread and specifies a vaporization of 0.167kg/m?/sec was compared to
an instantaneously formed steady-state pool (i.e. spreads instantaneously) using the same
vaporization rate.

A sensitivity analysis was also conducted to examine the effect of the vaporization
rate. A source term based on an instantaneously formed steady-state pool using a
vaporization rate of 0.167 kg/m%/sec was compared to an instantaneously formed steady-
state pool using a vaporization rate of 0.085 kg/m?/sec. The 0.085 kg/m?/sec vaporization
rate has been commonly used in previous validation studies, and is based on visual
observations of the steady-state pool size and spill rate during the Maplin Sands
experiments (Puttock, 1987). The resultant pool diameters are shown in Table 3.14-1.
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Table 3.14-1: Pool Diameters as a Function of VVaporization Rate
I\/!ammum Pool Steady-State Steady-State
Diameter based . .
Diameter based | Diameter based
Test on ABS/FERC
. on 0.167 on 0.085
with 0.167 kg/m?/sec kg/m?/sec
kg/m?/sec g g

Maplin Sands 27 14 m 13 m 19m
Maplin Sands 34 14 m 13 m 18 m
Maplin Sands 35 15m 14 m 20m
Burro 3 26 m 26m 36m
Burro 7 28 m 28 m 39m
Burro 8 32m 30m 42 m
Burro 9° 35m 32m 45 m
Coyote 3 30m 28 m 39m
Coyote 5 34 m 31lm 44 m
Coyote 6 33m 31m 43 m
a. Itis noted that the pool diameters (and corresponding vaporization rate) may have greater

uncertainties than those evaluated. For example, the diameter reported for the Burro 9 experiment

by an airborne infrared imager was about 10 m in diameter (Koopman et al., 1981). However, this

should not be considered representative of other experiments since rapid phase transitions

destroyed the spill plate early in the test, drastically changing the nature of the LNG pool on the

water surface.

The concentrations predicted indicate little sensitivity to the pool spread velocity
and sensitivity to the vaporization rate and resultant steady pool diameter, as shown in
Appendix A. As shown in Table 3.14-2, the distance to the LFL differs by less than 5%-
10% from the base case, which is well within the overall uncertainty of the experimental
or modeling results.
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Table 3.14-2:

Distance to LFL Uncertainty Due to Pool Spread Velocity and
Vaporization Rate

ABS/FERC Pool
Spread Model

Steady-State
Diameter based

Steady-State
Diameter based

Test Arc with 0.167 on 0.167 on 0.085
kg/m?/sec kg/m?/sec kg/m?/sec

sl 204 m to LFL 206 m to LFL 216 m to LFL
Sands 27

gl 191 m to LFL 191 m to LFL 191 m to LFL
Sands 34

sl 223 mto LFL 222 mto LFL 202 mto LFL
Sands 35

Burro 3 405 m to LFL 402 m to LFL 394 mto LFL
Burro 7 388 mto LFL 387 mto LFL 368 mto LFL
Burro 8 289 mto LFL 291 mto LFL 308 mto LFL
Burro 9 492 mto LFL 482 mto LFL 465 m to LFL
Coyote 3 392 mto LFL 392 mto LFL 385 mto LFL
Coyote 5 396 to LFL 387 to LFL 358 to LFL
Coyote 6 457 mto LFL 455 mto LFL 451 mto LFL
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Ii. Analysis of boundary conditions

The DEGADIS model requires the user to specify the following items: the inlet
boundary as a source term radius and vaporization rate at different time intervals (i.e.
source term); the wind profile based on the Pasquill-Gifford (or Monin-Obukhov length) ;
and the surface roughness. Zero velocity is imposed at the ground boundary condition.
No other boundary conditions are specified by the user. The source term and wind
profile boundary sensitivities are discussed in sections i and iii, respectively.

iili. Analysis of wind profile.

The DEGADIS model is only able to simulate steady state wind profiles and
direction. For all trials, the wind speed used for the base case was defined as the domain
average wind speeds from the MEP, which were verified to match the domain average
wind sensor data during the dispersion periods found in the original data series reports,
where available (Goldwire et al 1983a), (Goldwire, et al 1983b), (Koopman et al 1982a),
(Koopman et al 1982b), (Colenbrander et al 1984a), (Colenbrander et al 1984b),
(Colenbrander et al 1984c), (Johnson, 1985). Similarly, the upper and lower bounds for
the wind speed were based on the upper and lower quartiles of the domain average wind
sensor data during the dispersion periods found in the original data series reports, where
available (Goldwire et al 1983a), (Goldwire, et al 1983b), (Koopman et al 1982a),
(Koopman et al 1982b), (Colenbrander et al 1984a), (Colenbrander et al 1984b),
(Colenbrander et al 1984c), (Johnson, 1985). Given the little fluctuation and/or
uncertainty (<10% of mean) in some of the data, certain sensitivity cases were not
simulated. In Maplin Sands 27, the original data series report (Colenbrander et al 1984a)
claims that the wind speed sensor at 250 m, -90 deg, 10 m,, which recorded a 6.1 m/s
mean (270-430 sec), probably represents the environmental conditions best, since the
plume was blown in the direction of this pontoon. Accordingly, a number of reports list
6.1 m/s as the mean wind speed, while other reports list 5.5-5.6 m/s as the mean (190-350
sec) wind speed. Coincidentally, the upper quartile of the domain average wind sensor
data provided in the original data series reports is 6.2 m/s. For consistency, the base case
was taken as the 5.6 m/s domain averaged sensor data provided in the original data series
reports and listed in the MEP. In addition, where the domain average wind sensor data
reported in the MEP differed from the wind speed provided in the MEP, an additional
case was simulated (a_4).

The upper and lower bounds for the stability class were based upon the
atmospheric conditions (e.g. wind speed, cloud cover, insolation, time of day, etc). Wind
speed data and atmospheric conditions were used in conjunction with various guidance
documents, including the DEGADIS 2.1 documentation (Havens, Spicer, 1990), to
determine the wind stability.
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The surface roughness values for the base case were taken from the MEP
(Coldrick et al., 2010) (lvings et al., 2007). For field trials, surface roughness is rarely
known to better than an order of magnitude (Johnson, 1985)). Where uncertainty or
disagreement of the surface roughness existed, a sensitivity analysis to surface roughness
was carried out. This effort was based on the bounds generated from the DEGADIS 2.1
documentation (Havens et al 1990) and recommended and generally accepted good
engineering practices, which in certain circumstances varied greatly from that specified in
the MEP (Coldrick et al., 2010). Previous validation studies conducted for the
experiments were also examined (Hanna et al., 1993) (Ermak et al., 1989) (Puttock et al.,
1984).

Maplin Sands

The MEP reports a surface roughness of 0.0003 meter (m) for Maplin Sands,
which was conducted over waters protected by a bund (during periods of low tide)
(Coldricket al., 2010). The Modeler’s Data Archive (MDA) reports a value of 0.0003 m
(Hanna et al., 1993). Ermak et al. (1989) reports a surface roughness of 0.000058 m. The
Maplin Sands Reports provides a surface roughness estimate of 0.00002 m based on a
1:20 scale wind tunnel experiment to determine the effect on the surface roughness from
the pontoons that were fitted with the sensor arrays (Puttock et al., 1984) (Colenbrander
et al., 1984a), (Colenbrander et al., 1984b), (Colenbrander et al., 1984c). Based on
photographic observations of the test site, most users could reasonably assume the
surface roughness to correspond to open calm water or sea in coastal areas. The
DEGADIS reports surface roughness of 0.0001 m for calm open seas and 0.001 m for sea
in coastal areas (Spicer, Havens, 1982), (Havens, Spicer, 1990). Brutsaert reports 0.0001
m to 0.0006 m for large water surfaces (Brutstaert, 1982). The base case used the value
of 0.0003 m reported in the MEP; a sensitivity analysis was conducted using 0.0001 m
and 0.001 m. A third simulation was ran specifying the Monin-Obukhov lengths
provided in the MEP. It should also be noted that all the Maplin Sands tests were
conducted at low tide, where the 300 m low-lying bund may have affected the surface
roughness and dispersion. The pontoons equipped with the sensor arrays would also have
an influence on the dispersion.

Given the uncertainty in the surface roughness length that could be reasonably
chosen, there was a moderate difference in downwind concentrations, as shown in
Appendix A. As shown in Table 3.14-3, the distance to the LFL differs approximately 5-
15% from the base case, which is within the overall uncertainty of the experimental or
modeling results. As expected, specifying a higher surface roughness generally results in
lower concentrations and shorter distances to the LFL.
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Table 3.14-3:

Distance to LFL Uncertainty Due To Surface Roughness Length: Maplin

Sands
Test Base Case Lower Bound Upper Bound
0.0003 m 0.0001 m 0.001 m
Maplin Sands 27 204 mto LFL 214 mto LFL 175 mto LFL
Maplin Sands 34 191 mto LFL 184 mto LFL 176 mto LFL
Maplin Sands 35 223 mto LFL 246 mto LFL 200 mto LFL

Burro and Coyote

The MEP reports a surface roughness of 0.0002 m for Burro and Coyote, which
were conducted over a spill pond surrounded by desert terrain. The spill pond was 58 m
in diameter and 1.5 m below the surrounding terrain. The surrounding terrain had a slight
upward slope rising 7 m above the water level at a downwind distance of about 80 m
before leveling out thereafter (Coldrick et al., 2010). The MDA reports a value of 0.0002
m (Hanna et al., 1993). Ermak et al (1989) also reports a surface roughness of 0.0002 m.
The Burro and Coyote Series Reports reports a value of 0.000205 m (Koopman et al.,
1982a) (Koopman et al., 1982b) (Goldwire et al., 1983a) (Goldwire et al., 1983b) Based
on photographic observations of the test site, users could reasonably assume the surface
roughness to correspond to a desert or an area with sparse vegetation (Koopman et al.,
1982c). The DEGADIS documentation reports surface roughness of 0.0005 m for desert
and 0.01 m for few trees, winter time (Spicer, Havens 1990). Pielke (2002) reports
0.0003m for smooth deserts and 0.01m surface roughness value for the upper range of
soils and short grass. Brutsaert (1982) reports 0.04 m for grass with some bushes and
trees. The base case used the value of 0.0002 m reported in the MEP (Coldrick et al.,
2010); a sensitivity analysis was conducted using 0.01 m. Simulations were also run
specifying the Monin-Obukhov lengths provided in the MEP.

Given the great uncertainty in the surface roughness length that could be
reasonably chosen, there was a noticeable difference in downwind concentrations, as
shown in Appendix A. As shown in Table 3.14-4, the distance to the LFL differs by up
to 40% from the base case, which is a source of significant uncertainty for the modeling
results. With the exception of Burro 8, which was the only low-wind speed F stability
test, the larger surface roughness resulted in lesser concentrations and a shorter distance
to the LFL.
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Table 3.14-4:
Distance to LFL Uncertainty Due To Surface Roughness
Length: Burro & Coyote
Base Case

Test 0.0002 m Upper Bound 0.01 m
Burro 3 405 mto LFL 257 mto LFL
Burro 7 388 mto LFL 242 mto LFL
Burro 8 289 mto LFL 302mto LFL
Burro 9 492 mto LFL 307 mto LFL
Coyote 3 392 mto LFL 254 mto LFL
Coyote 5 396 to LFL 253 mto LFL
Coyote 6 457 mto LFL 292 mto LFL

Thorney Island

The MEP reports a surface roughness of 0.01 m for Thorney Island, which was
conducted at an abandoned airfield on an island with 3 kilometers (km) of sheltered water
downwind and 1 km of runway and grass periodically cut to 20 centimeters (cm) upwind
of the prevailing wind direction (Johnson, 1985). The MDA reports a value of 0.01 m
(Hanna et al., 1993). Ermak et al. (1989) reports a surface roughness of 0.005 m. Based
on photographic observations of the test site, users could reasonably assume the surface
roughness to correspond to a tarmac or an area with sparse vegetation (Goldwire et al.,
1983b). The DEGADIS documentation reports surface roughness of 0.007 m for 3 cm
cut grass, 0.01 m for few trees during winter time, and 0.03 m for the runway area of
airports (Spicer, Havens 1990). Pielke (2002) reports a 0.01 m surface roughness value
for the upper range of soils and short grass and 0.04 m to 0.1 m for long grass cut to 25
cm to 1 m. Brutsaert (1982) reports 0.00002 m for a smooth tarmac and 0.0045 m for
grass (airport). The base case used the value of 0.01 m reported in the MEP; a sensitivity
analysis was conducted using 0.00002 m and 0.03 m. A third simulation was run
specifying the Monin-Obukhov lengths provided in the MEP.

Given the great uncertainty in the surface roughness length that could be
reasonably chosen, there was a noticeable difference in downwind concentrations, as
shown in Table 3.14-5. The concentration differs by up to a factor of almost 8 from the
base case, which is a source of significant uncertainty for the modeling results.
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Table 3.14-5:
Concentration Uncertainty Due To Surface Roughness Length:
Thorney Island
Test Base Case 0.01 m L%\'/\(/)%rogg lrjr?d Up%(?(rBBr?]und
Thorney Island 45
40 m 29.5% 12.8% 32.4%
53m 29.5% 12.8% 16.0%
72m 12.5% 12.8% 11.5%
90 m 10.0% 12.8% 7.9%
112 m 7.0% 12.8% 4.6%
158 m 3.3% 12.8% 1.9%
250 m 1.0% 3.3% 0.6%
335 m 0.5% 1.7% 0.3%
472 m 0.2% 0.8% 0.1%
Thorney Island 47
50 m 17.4% 11.0% 20.4%
90 m 17.4% 9.2% 20.4%
212 m 2.0% 7.7% 1.3%
250 m 1.2% 6.9% 0.8%
335m 0.5% 0.6% 0.3%
472 m 0.2% 0.5% 0.1%

The ambient temperature values for the base case were taken from the MEP,
which were verified to match the sensor data during the dispersion periods found in the
original data series reports, where available (Goldwire et al 1983a), (Goldwire, et al
1983b), (Koopman et al 1982a), (Koopman et al 1982b), (Colenbrander et al 1984a),
(Colenbrander et al 1984b), (Colenbrander et al 1984c), (Johnson, 1985). If the MEP and
original data series reports did not provide or record values, the values were assumed to
take common values (e.g. 1 atmosphere). Given the little fluctuation and/or uncertainty
(<10%) in all of the data, none warranted sensitivity cases.

The ambient pressure values for the base case were taken from the MEP, which
were verified to match the sensor data during the dispersion periods found in the original
data series reports, where available (Goldwire et al 1983a), (Goldwire, et al 1983b),
(Koopman et al 1982a), (Koopman et al 1982b), (Colenbrander et al 1984a),
(Colenbrander et al 1984b), (Colenbrander et al 1984c), (Johnson, 1985). In some cases,
the MEP and original data series reports did not provide or record values. For these
cases, the values were assumed to take atmospheric pressure (i.e. 1 atmosphere). For
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cases that did provide or record ambient pressure, the fluctuation was insignificant
(<10%), and most cases would not warrant sensitivity cases. However, typically site
specific values for ambient pressure are not available and atmospheric (i.e. 1 atmosphere)
is assumed. To gauge this common assumption and determine the sensitivity of the
model to this parameter, sensitivity cases were run where the ambient pressure differed
from 1 atmosphere.

The ambient relative humidity values for the base case were taken from the MEP,
which were verified to match the sensor data during the dispersion periods found in the
original data series reports, where available (Goldwire et al 1983a), (Goldwire, et al
1983b), (Koopman et al 1982a), (Koopman et al 1982b), (Colenbrander et al 1984a),
(Colenbrander et al 1984b), (Colenbrander et al 1984c), (Johnson, 1985). In some cases,
the ambient relative humidity data listed in the MEP differed from the relative humidity
sensor data provided in the original data series reports. In Maplin Sands 34, it is noted
that the original data series report (Colenbrander et al 1984a) provides values of 72% at
Maplin Sands test site and 74% at Foulness Met. Station (corrected to Maplin Sands site
temp), which was located 5 km away in SW direction and about 1 km inland. The
relative humidity sensor data showed a range from 70 to 77%. It is unclear where the
90% value listed in the MEP originated. For that reason, the base case was taken as the
72% average value provided in the original data series, and a sensitivity case to 90%
relative humidity was provided. There was little fluctuation and/or uncertainty (<10%) in
most of data, hence most cases did not warrant sensitivity cases, denoted N/A. However,
typically site specific values for weather data are not available and nearby weather
stations are relied upon. For this reason, sensitivity cases were also run where nearby
weather station data was provided in the original data series report, such as the Maplin
Sands trials.

The surface/ground temperature values for the base case were taken from the
MEP, which were verified to match the sensor data during the dispersion periods found in
the original data series reports, where available (Goldwire et al 1983a), (Goldwire, et al
1983b), (Koopman et al 1982a), (Koopman et al 1982b), (Colenbrander et al 1984a),
(Colenbrander et al 1984b), (Colenbrander et al 1984c), (Johnson, 1985). If the MEP and
original data series reports did not provide or record values, the values were assumed to
take the temperature of the ambient temperature. Given the little fluctuation and/or
uncertainty (<10%) in all of the data, none warranted sensitivity cases. In addition, the
water transfer submodel within DEGADIS was used in the Maplin Sands trials. A
sensitivity to the inclusion of this submodel was included for Maplin Sands.

The molecular weight values for the base case were taken from the MEP, which
were verified to match the sensor data during the dispersion periods found in the original
data series reports, where available (Goldwire et al 1983a), (Goldwire, et al 1983b),
(Koopman et al 1982a), (Koopman et al 1982b), (Colenbrander et al 1984a),
(Colenbrander et al 1984b), (Colenbrander et al 1984c), (Johnson, 1985). For the LNG
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field trials, the lower bound for the molecular weight was based on the molecular weight
of methane assuming preferential boiloff; no upper bound was provided, as heavier
molecular weights would not be expected than those listed in the MEP. Given the little
fluctuation and/or uncertainty (<10%) in some of these values, some cases did not
warrant sensitivity cases, denoted N/A.

The inputs for each sensitivity case utilized are summarized in Table 3.14-6. The
inputs and outputs for each trial are shown in Appendix A.
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Table 3.14-6: Sensitivity Case Inputs

Maplin Sands Maplin Sands Maplin Sands Burro 3 Burro 7 Burro 8 Burro 9 Coyote 3 Coyote 5 Coyote 6 Thorney Thorney
27 34 35 Island 45 Island 47
Source Term
Base Case 0.167kg/m"2/sec | 0.167kg/m"2/sec | 0.167kg/m”2/sec | 0.167kg/m"2/sec | 0.167kg/m”2/sec | 0.167kg/m”2/sec | 0.167kg/m"2/sec | 0.167kg/m"2/sec | 0.167kg/m"2/sec | 0.167kg/m"2/sec | MEP MEP
ABS/FERC ABS/FERC ABS/FERC ABS/FERC ABS/FERC ABS/FERC ABS/FERC ABS/FERC ABS/FERC ABS/FERC
Alternative 1 0.167kg/m"2/sec | 0.167kg/m"2/sec | 0.167kg/m"2/sec | 0.167kg/m~2/sec | 0.167kg/m"2/sec | 0.167kg/m"2/sec | 0.167kg/m"2/sec | 0.167kg/m"2/sec | 0.167kg/m~2/sec | 0.167kg/m"2/sec | N/A N/A
steady state steady state steady state steady state steady state steady state steady state steady state steady state steady state
Alternative 2 0.085kg/m"2/sec | 0.085kg/m”2/sec | 0.085kg/m”2/sec | 0.085kg/m”2/sec | 0.085kg/m”2/sec | 0.085kg/m”2/sec | 0.085kg/m”2/sec | 0.085kg/m”2/sec | 0.085kg/m”"2/sec | 0.085kg/m"2/sec | N/A N/A
steady state steady state steady state steady state steady state steady state steady state steady state steady state steady state
Wind Speed
Base Case 5.6 (MEP) 8.5 (MEP) 9.6 (MEP) 5.4 (MEP) 8.4 (MEP) 1.8 (MEP) 5.7 (MEP) 6 (MEP) 9.7 (MEP) 4.6 (MEP) 2.3 (MEP) 1.5 (MEP)
Lower Bound 4.4 (25% quart.) | 7.6 (25% quart.) | 7.9 (25% quart.) | 5.1 (25% quart.) | N/A 1.5 (25% quart.) | N/A N/A N/A N/A N/A N/A
Upper Bound 6.1 (75% quart.) | 9.5 (75% quart.) | 11 (75% quart.) | 5.8 (75% quart.) | N/A 2 (75% quart.) N/A N/A N/A N/A N/A N/A
Atmospheric
Stability
Base Case C-D (MEP) D (MEP) D (MEP) C (MEP) D (MEP) E (MEP) D (MEP) C (MEP) C (MEP) D (MEP) E-F (MEP) F (MEP)
Lower Bound D (assumed) N/A N/A N/A N/A F (assumed) N/A N/A D (assumed) E (assumed) F (assumed) N/A
Upper Bound C (assumed) C (assumed) C (assumed) N/A C (assumed) N/A C (assumed) N/A N/A N/A E (assumed) | E (assumed)
Surface/Ground
Roughness
Base Case 3e-4 (MEP) 3e-4 (MEP) 3e-4 (MEP) 2e-4 (MEP) 2e-4 (MEP) 2e-4 (MEP) 2e-4 (MEP) 2e-4 (MEP) 2e-4 (MEP) 2e-4 (MEP) 1e-2 (MEP) | le-2 (MEP)
Lower Bound le-4 (assumed) | le-4 (assumed) | le-4 (assumed) | N/A N/A N/A N/A N/A N/A N/A 2e-5 2e-5
(assumed) (assumed)
Upper Bound le-3 (assumed) | 1le-3 (assumed) | le-3 (assumed) | le-2 (assumed) | le-2 (assumed) le-2 (assumed) | 1le-2 (assumed) | le-2 (assumed) 1le-2 (assumed) 1le-2 (assumed) 3e-2 3e-2
(assumed) (assumed)
Ambient
Temperature
Base Case 288.1K (MEP) 288.4K (MEP) 289.3K (MEP) 307.75K (MEP) | 306.96 (MEP) 306.02 (MEP) 308.52K (MEP) | 311.45K (MEP) | 301.49K (MEP) | 297.26K (MEP) | 286.25K 287.45K
(MEP) (MEP)
Lower Bound N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A
Upper Bound N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A
Ambient
Pressure
Base Case 1 (assumed) 1 (assumed) 1 (assumed) 0.936 (MEP) 0.928 (MEP) 0.929 (MEP) 0.928 (MEP) 0.924 (MEP) 0.927 (MEP) 0.930 (MEP) 1 (MEP) 1 (MEP)
Lower Bound N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A
Upper Bound N/A N/A N/A N/A 1 (assumed) 1 (assumed) 1 (assumed) 1 (assumed) 1 (assumed) 1 (assumed) N/A
Ambient
Relative
Humidity
Base Case 53 (MEP) 72 (avg. data) 63 (avg. data) 5.2 (MEP) 7.4 (MEP) 4.5 (MEP) 14.4 (MEP) 11.3 (MEP) 22.1 (MEP) 22.8 (MEP) 100 (MEP) 97.4 (MEP)
Lower Bound N/A N/A N/A N/A 5 N/A 6.5 35 7.2 4.5 N/A N/A
Upper Bound | 63 (avg. 90 (MEP) 77 (MEP) N/A N/A N/A N/A N/A N/A N/A N/A N/A
Foulness)
Molecular
Weight
Base Case 17.23 (MEP) 16.66 (MEP) 16.39 (MEP) 17.26 (MEP) 18.22 (MEP) 18.12 (MEP) 18.82 (MEP) 19.51 (MEP) 20.19 (MEP) 19.09 (MEP) 57.8 (MEP) | 57.8 (MEP)
Lower Bound 16.04 (methane) | 16.04 (methane) | 16.04 (methane) | 16.04 (methane) | 16.04 (methane) | 16.04 (methane) | 16.04 (methane) | 16.04 (methane) | 16.04 (methane) | 16.04 (methane) | N/A N/A
Upper Bound N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A
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iv. Analysis of sub-models.

The user is able to specify whether water transfer should be included in the
analysis. If selected, a sub-model is utilized to calculate the effect of this
phenomenon. Although all the LNG field trials were spilled over water, much of the
dispersion was over land. Therefore, the water transfer sub-model was primarily
applicable to the Maplin Sand trials, which were dispersed entirely over water. A
sensitivity analysis of the water transfer sub-model was investigated. Negligible
differences from the base case in the predicted concentrations and distance to LFL
were found, as shown in Table 3.14-7.

Table 3.14-7:
Effect of Water Transfer Sub-Model
Test With Water Transfer Without Water Transfer

Maplin Sands 27

58 m 30.9% 30.9%

89m 16.3% 16.3%

131 m 10.1% 10.1%

181 m 6.3% 6.4%

248 m 3.3% 3.3%

322 m 1.7% 1.7%

399 m 1.0% 1.0%

650 m 0.3% 0.3%
Maplin Sands 34

87 m 14.6% 12.6%

179 m 5.6% 4.9%
Maplin Sands 35

58 m 28.4% 28.4%

89m 16.6% 16.6%

129 m 10.4% 10.4%

180 m 6.7% 6.7%

250 m 4.3% 4.3%

400 m 2.1% 2.1%

No other sub-models (e.g., turbulence models) would be applicable or are able to
be specified by the user.
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v. Analysis of temporal discretization averaging.

The DEGADIS model allows for specification of different time-averages. The
time-averages specified in the validation study reflect the time-averaged data of the
experimental measurements. For flammable gases, typically the short time averages are
of most interest. Long time averages will reduce the maximum concentration as time
progresses, which can result in concentrations predicted below that of interest (i.e., LFL)
and potential under-prediction of the hazard. Longer time averages may provide insight
into the duration of the hazard and/or the peak to mean ratio that may be a result of cloud
meander or turbulence, which may be of importance in more detailed risk analyses. This
Is shown in Table 3.14-8.

Table 3.14-8:
Effect of Time-Average on the Maximum Arc-Wise Concentration
Test Short Long
Burro 3 1 second 100 seconds
57 m 66.7% 66.7%
140 m 25.3% 25.3%
400 m 5.1% 4.9%
800 m 1.2% 0.8%
Burro 7 1 second 140 seconds
57 m 61.2% 61.2%
140 m 22.7% 22.7%
400 m 4.8% 4.8%
Burro 8 1 second 80 seconds
57 m 83.8% 83.8%
140 m 22.0% 22.0%
400 m 3.1% 3.1%
800 m 1.0% 1.0%
Burro 9 1 second 50 seconds
140 m 30.6% 30.6%
400 m 6.9% 6.6%
800 m 2.1% 1.6%
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Table 3.14-8 (cont’d):
Effect of Time-Average on the Maximum Arc-Wise Concentration
Test Short Long
Coyote 3 1 second 50 seconds
140 m 23.9% 23.9%
200 m 14.6% 14.6%
300 m 7.9% 7.8%
400 m 4.9% 4.3%
500 m 3.0% 2.4%
Coyote 5 1 second 90 seconds
140 m 19.6% 19.5%
200 m 13.4% 12.7%
300 m 7.5% 5.3%
400 m 4.9% 2.5%
500 m 3.3% 1.5%
Coyote 6 1 second 70 seconds
140 m 21.6% 21.6%
200 m 14.3% 14.3%
300 m 9.2% 9.2%
400 m 6.1% 6.1%

The maximum arc-wise concentrations are not greatly affected by time averaging,
but will generally reduce the concentration. Longer time averages with respect to spill
duration, higher turbulence, and higher wind speeds exhibit a greater reduction in
concentrations (especially in the far field). The lower concentration may be a result of a
lesser hazard duration and/or higher peak to mean ratio from turbulence and/or cloud
meander. This reduction in concentration between time averaging can be seen in Coyote
5 where high wind speeds (>10 m/s) and neutral atmospheric stability were present.

The time-averaging in DEGADIS is primarily to take into account cloud meander
and will increase gas concentrations farther from the centerline (via the parameterization
of horizontal turbulence), while the time-averaging in experimental data will primarily
reduce gas concentrations. Therefore, time-averaging has a relatively larger impact on
cloud widths than centerline concentration, as shown in Table 3.14-9.
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Table 3.14-9: Effect of Time-Average on the Plume Width

Test Short Long
Burro 3 1 second 100 seconds
57m 16.4% 17.0%
140 m 9.3% 12.4%
800 m 17.3% 27.5%
Burro 7 1 second 140 seconds
57m 11.2% 11.1%
140 m 15.5% 16.7%
400 m 14.7% 17.4%
Burro 8 1 second 80 seconds
57m 29.0% 28.9%
140 m 40.3% 39.2%
400 m 44.1% 42.8%
800 m 40.5% 39.4%
Burro 9 1 second 50 seconds
140 m 19.5% 27.7%
400 m 35.1% 36.2%
800 m 39.7% 47.6%
Coyote 3 1 second 140 seconds
140 m 19.7% 36.8%
200 m 16.2% 32.7%
400 m 25.7% 57.3%
Coyote 5 1 second 80 seconds
140 m 13.6% 13.7%
200 m 20.1% 20.9%
300 m 25.1% 27.7%
400 m 28.9% 34.4%
500 m 44.2% 57.5%
Coyote 6 1 second 50 seconds
140 m 22.7% 24.2%
200 m 23.6% 24.8%
300 m 23.6% 23.5%
400 m 26.6% 26.8%
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vi. Analysis of spatial discretization averaging and grid resolution.

As use of a computational mesh is not related to DEGADIS, this section is not
applicable.

vii. Analysis of geometrical representation for sloped and obstructed cases.

Sloped terrain and obstructions cannot be modeled with DEGADIS. Therefore,
this analysis is not applicable.

3.14.2  Uncertainty Analysis of Model Output

This series of uncertainty analyses addresses model uncertainty due to uncertainty
in the output used for evaluation.

I. Analysis of spatial output.

The DEGADIS model outputs concentrations at specific downwind distance
intervals that do not always coincide with the experimental sensor locations. Therefore,
interpolation of concentrations between downwind distances is often required to
determine the concentration at the reflective experimental sensor location. The error
associated with the interpolation is dependant on the model’s output with respect to the
sensor location. Most often there are not large differences between the interpolation
points from a model’s output with respect to the sensor locations and therefore this
uncertainty is regarded as being inconsequential.

The determination of the distance to the LFL (taken as 5% for methane) requires
interpolation or extrapolation of the experimental data and the model output. The
experimental uncertainty associated with the interpolation and extrapolation is dependant
on the distance between sensor locations relative to the distance to the LFL concentration.
Since there is the potential for large gaps when interpolating and extrapolating the
distance to the LFL from the experiments, there is the potential for a greater amount of
uncertainty when determining the distance to the LFL for the experiments.

Linear, logarithmic-logarithmic (log-log) and power growth interpolation and
extrapolation methodologies have been evaluated to determine the effect on the predicted
results. Log-log interpolation of concentration and distance is generally more accepted
for unobstructed dispersion compared to other methodologies, but it will generally
provide less conservative results (i.e., shorter distances to LFL) and has the potential to
under-predict the distances to the LFL. Linear interpolation will generally over-predict
concentrations and was used in the Burro Series Report, but linear extrapolation will
generally under-predict concentrations (Koopman et al., 1982a) (Koopman et al., 1982b).
Linear interpolation and extrapolation also has the potential for higher uncertainties
compared to the other methodologies. Power-growth interpolation tends to produce
results in between linear and log-log interpolation.
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In an attempt to “match” the uncertainty between the interpolation and
extrapolation of the experimental data with the interpolation and extrapolation of the
model output data, the distance to the LFL is interpolated and extrapolated using the
sensor locations only. A more refined distance to the LFL from linear interpolation of the
more detailed model spatial output is also evaluated to provide a better prediction of the
distance to the LFL and an indication of the potential uncertainty from the interpolation
and extrapolation methodologies using the experimental sensor locations.

For comparative reasons, the results among the three interpolation and
extrapolation methodologies is provided in Table 3.14-10.

Table 3.14-10:
Comparison of Interpolation / Extrapolation Methodologies: Experiment
Results
Linearly Power growth Log-log
interpolated/ interpolated/ interpolated/
Test extrapolated extrapolated extrapolated
distance to the distance to the distance to the
LFL LFL LFL
Maplin Sands 27 167m 165 m 158 m
Maplin Sands 34 199 m 209 m 241m
Maplin Sands 35 190 m 188 m 187 m
Burro 3 268 m 235m 183 m
Burro 7 309 m 276 m 256 m
Burro 8 385 m 377m 356 m
Burro 9 361 m 341 m 315 m
Coyote 3 212 m 210 m 207 m
Coyote 5 277 m 274 m 267 m
Coyote 6 281'm 278 m 271 m
Falcon 1 293 m 312 m 371 m
Falcon 3 280 m 292 m 315m
Falcon 4 6m 31lm 34m

As expected for the unobstructed experiments, the linear interpolation provided
the most conservative (i.e., farthest distances to the LFL) followed by the power growth
interpolation and then the log-log interpolation. Note that the Falcon tests, which contain
obstructions in the flow field and had to be extrapolated, follow the opposite trend, as
shown in Table 3.14-10.
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Table 3.14-11:

Comparison of Interpolation / Extrapolation Methodologies: Model Results

Test

Linearly
interpolated/
extrapolated

Power growth
interpolated/
extrapolated

Log-log
interpolated/
extrapolated

Refined
linearly
interpolated/
extrapolated

distance to | distance tothe | distance to distance to the
the LFL LFL the LFL

LFL
Maplin Sands 27 195 m 193 m 190 m 204 m
Maplin Sands 34 186 m 189 m 194 m 191 m
Maplin Sands 35 229 m 226 m 223 m 223 m
Burro 3 411 m 408 m 404 m 405 m
Burro 7 397 m 395 m 389 m 388 m
Burro 8 374 m 360 m 310 m 289 m
Burro 9 560 m 528 m 484 m 492 m
Coyote 3 376 m 373 m 367 m 392 m
Coyote 5 396 m 396 m 395 m 396 m
Coyote 6 437 m 445 m 463 m 457 m

The model results show a general convergence toward the refined linearly
interpolated/ extrapolated results in the order of: linear, power growth, and then log-log
interpolation/ extrapolation." As expected, log-log interpolation appears to best predict
the distance to the LFL (+7%, -7%) when evaluated against the more refined linear

interpolated distances to the LFL from the model output.

Also, as expected, linear

interpolation generally resulted in more conservative distances to the LFL (up to +30%)
when interpolating (Burro 8) and less conservative distances to the LFL (up to -5%) when
extrapolating (Maplin Sands 34 and Coyote 6).> Power growth interpolation resulted in
similar trends as linear (+25%, -3%), but less severe.

! The refined linearly interpolated/extrapolated results should have negligible
uncertainty from interpolation/extrapolation given the model’s spatial and concentration
output being within close proximity to the LFL concentration.

2 With the exception of Coyote 3, linear interpolation over-predicted the refined
linear interpolated/extrapolated results.
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The log-log interpolated experimental and model results using the sensor locations
have been used (in lieu of more accurate model results) for evaluating the quantitative
acceptance criteria for the concentration safety factor at the lower flammability limit
(CSF_LFL) and the distance safety factor to the lower flammability limit (DSF_LFL) in
order to “match” the uncertainty associated with the sensor location. However, as long as
similar interpolation and extrapolation methodologies are compared, the values do not
differ by much. Values are shown in Table 3.14-12. The log-log interpolation and
extrapolation of the experimental and model results are compared in Table 3.14-13 with
the more refined linear interpolated model results.

Table 3.14-12:
Experimental and Model Results for Lower Flammability Limits

Factor Log-Log Linear Power Growth
CSF_LFL 1.80 1.81 1.75
DSF_LFL 1.43 1.34 1.38

Table 3.14-13:
Interpolation and Extrapolation of the Experimental and Model Results
_ Log-log Log-log Refined linearly
interpolated/ . .
interpolated/ interpolated/
extrapolated
Test : extrapolated extrapolated
distance to the . :
LFL (Experi- distance to the distance to the
LFL ( model) LFL ( model)
ment)
Maplin Sands 27 158 m 190 m 204 m
Maplin Sands 34 241'm 194 m 191 m
Maplin Sands 35 187 m 223 m 223 m
Burro 3 183 m 404 m 405 m
Burro 7 256 m 389 m 388 m
Burro 8 356 m 310 m 289 m
Burro 9 315 m 484 m 492 m
Coyote 3 207 m 367 m 392 m
Coyote 5 267 m 395 m 396 m
Coyote 6 271 m 463 m 457 m
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In addition, the model assumes a top-hat and Gaussian concentration profile in the
cross-wise direction.  Maximum concentrations are based upon the maximum
concentration predicted by the model, which corresponds to the centerline concentration
predicted in the integral model. However, the maximum concentration may not always
be captured by the experiment or occur along the centerline. This will cause the model to
generally over-predict experimental data where the actual maximum concentration was
not captured by the sensors in the experiment. Cloud meandering during the experiments
may reduce this over-prediction, but for many experiments the wind direction was fairly
steady and meandering may not be significant.

The effect of this has been analyzed to some extent by evaluating the point-wise
data that accounts for the offset between the vapor cloud centerline and the sensor that
received the maximum concentration for the test. However, experimental data shows that
maximum concentrations may not always exist along the centerline, which makes
quantifying this effect more complex.

Ii. Analysis of temporal output.

The DEGADIS model outputs concentrations at specific time intervals. The
maximum concentration produced over the outputted time periods were utilized, and
therefore no interpolation or extrapolations were utilized. This is not considered to be a
large source of uncertainty.

3.14.3  Uncertainty Analysis of Experimental Data

This uncertainty analysis addresses experimental uncertainty due to uncertainty in
the sensor measurement of gas concentration. The experimental uncertainty due to
uncertainty in the sensor measurement was taken into account based upon the 90%
confidence levels and uncertainties provided in the respective data series reports
(Koopmanet al., 1982a) (Koopman et al., 1982b) (Goldwire et al., 1983a) (Goldwire et
al., 1983b). This is shown in Table 3.14-14.
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Table 3.14-14:
Uncertainty in the Sensor Measurement of Gas Concentration

Test Measured (vol%o) - (vol%o) + (%ovol)
Maplin Sands 27 Short Time Avg.
98 m 16.9 5.3 5.2
89m 12.3 4.0 3.8
129 m 9.5 3.2 3.1
181 m 3.3 1.4 15
248 m 3.0 1.3 1.4
322m 2.4 1.1 1.2
399 m 2.9 1.3 1.4
525 m - - -
650 m 0.1 0.1 0.6
Maplin Sands 34 Short Time Avg.
89m 18.1 5.6 5.6
180 m 7.3 2.6 2.5
Maplin Sands 35 Short Time Avg.
58 m 13.3 4.3 4.1
89m 9.9 3.4 3.2
129 m 7.9 2.8 2.7
180 m 5.3 2.0 2.0
250 m 3.4 1.4 1.5
400 m 2.2 1.1 1.2
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Table 3.14-14 (cont’d):
Uncertainty in the Sensor Measurement of Gas Concentration

Test Measured - + Measured - +
(vol%) | (vol%o) | (Yovol) (vol%o) (vol%) | (%vol)
Burro 3 Short Time Avg. Long Time Avg.
57m 28.2 1.6 1.6 8.5 0.5 0.5
140 m 9.0 0.5 0.5 6.4 0.4 0.4
400 m 1.2 0.4 0.4 0.7 0.2 0.2
800 m 0.9 0.3 0.3 0.9 0.3 0.3
Burro 7 Short Time Avg. Long Time Avg.
57m 17.9 9.0 9.0 14.8 7.4 7.4
140 m 7.3 3.7 3.7 4.5 2.3 2.3
400 m 3.9 1.2 1.2 2.3 0.7 0.7
Burro 8 Short Time Avg. Long Time Avg.
57m 55.9 3.1 3.1 31.0 1.7 1.7
140 m 18.1 9.1 9.1 16.4 8.2 8.2
400 m 6.1 1.8 1.8 54 1.6 1.6
800 m 2.1 0.6 0.6 2.1 0.6 0.6
Burro 9 Short Time Avg. Long Time Avg.
140 m 10.6 0.6 0.6 6.6 0.4 0.4
400 m 5.1 2.6 2.6 2.9 1.5 1.5
800 m 2.2 0.7 0.7 1.4 0.4 0.4
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Table 3.14-14 (cont’d):
Uncertainty in the Sensor Measurement of Gas Concentration
Test Measured - + Measured - +
(vol%) | (vol%o) | (Yovol) (vol%o) (vol%o) | (%vol)
Coyote 3 Short Time Avg. Long Time Avg.
140m 10.7 0.6 0.6 5.4 0.3 0.3
200m 5.4 0.3 0.3 2.9 0.2 0.2
300m 1.9 0.2 0.2 0.9 0.1 0.1
400m 2.0 0.2 0.2 0.9 0.1 0.1
500m 0.4 0.1 0.1 0.1 0.0 0.0
Coyote 5 Short Time Avg. Long Time Avg.
140m 11.5 0.6 0.6 4.2 0.2 0.2
200m 8.1 0.4 0.4 2.5 0.1 0.1
300m 4.1 0.4 0.4 1.1 0.1 0.1
400m 2.3 0.1 0.1 0.8 0.0 0.0
500m 1.8 0.5 0.5 0.5 0.2 0.2
Coyote 6 Short Time Avg. Long Time Avg.
140m 12.7 0.7 0.7 8.4 0.5 0.5
200m 8.5 0.5 0.5 51 0.3 0.3
300m 4.2 0.4 0.4 2.2 0.2 0.2
400m 3.3 0.2 0.2 2.0 0.1 0.1
500m 2.6 0.8 0.8 1.9 0.6 0.6

Experimental uncertainty due to the sampling time, time averaging,
spatial/volumetric averaging, cloud meander, and other errors or uncertainties associated
with the experiment were not required to be quantified by the Advisory Bulletin;
however, examination of all sensor data provided additional insight into uncertainty
associated with the maximum concentrations recorded in the MEP. These uncertainties
were noted in the validation database for each sensor and quantified, where possible.
Where it was possible to estimate the uncertainty, it was included as part of the
experimental uncertainty. Several qualitative examples are provided for the Burro series:
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e In some tests the IST sensors became saturated with high concentrations
(~18%) and became “pegged” out. Burro 3 data indicates that the 57 m arc
may not be a good indication of the maximum concentration because there
was no sensor that coincided with the “centerline” of cloud for this test and
there was minimal fluctuation in wind direction. Therefore, the maximum
concentration is based on sensors 14 m from the vapor cloud “centerline.”

e Burro 7 data indicates that early in the test the wind direction may have
prevented the vapor cloud from dispersing over the sensor array at the 57 m
arc. This may have prevented the sensors from capturing the actual
maximum concentration.

e Burro 8 data indicates bifurcation of the vapor cloud.

e Burro 9 data indicates that a large rapid phase transition occurred during the
experiments that may have affected the accuracy of the sensor array at the
57 marc. In addition, the lowest positioned sensor at the 57 m arc was not
operable and would have likely experienced the maximum concentration
due to its low elevation.

3.14.4  Uncertainty Analysis Results

Graphical depictions of the predicted and measured gas concentration values for
each experiment, with indication of the experimental and model uncertainty, are shown in
the accompanying validation database.

3.14.5  Additional Specific Performance Measures

Calculation