7. The August 14 Blackout Compared With
Previous Major North American Outages

Incidence and Characteristics
of Power System Outages

Short, localized outages occur on power systems
fairly frequently. System-wide disturbances that
affect many customers across a broad geographic
area are rare, but they occur more frequently than
a normal distribution of probabilities would pre-
dict. North American power system outages
between 1984 and 1997 are shown in Figure 7.1 by
the number of customers affected and the rate of
occurrence. While some of these were widespread
weather-related events, some were cascading
events that, in retrospect, were preventable. Elec-
tric power systems are fairly robust and are capa-
ble of withstanding one or two contingency
events, but they are fragile with respect to multi-
ple contingency events unless the systems are
readjusted between contingencies. With the
shrinking margin in the current transmission sys-
tem, it is likely to be more vulnerable to cascading
outages than it was in the past, unless effective
countermeasures are taken.

As evidenced by the absence of major transmis-
sion projects undertaken in North America over
the past 10 to 15 years, utilities have found ways to
increase the utilization of their existing facilities
to meet increasing demands without adding sig-
nificant high-voltage equipment. Without inter-
vention, this trend is likely to continue. Pushing
the system harder will undoubtedly increase reli-
ability challenges. Special protection schemes
may be relied on more to deal with particular chal-
lenges, but the system still will be less able to
withstand unexpected contingencies.

A smaller transmission margin for reliability
makes the preservation of system reliability a
harder job than it used to be. The system is being
operated closer to the edge of reliability than it
was just a few years ago. Table 7.1 represents some
of the changed conditions that make the preserva-
tion of reliability more challenging.

Figure 7.1. North American Power System Outages,
1984-1997
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Note: The circles represent individual outages in North
America between 1984 and 1997, plotted against the fre-
quency of outages of equal or greater size over that period.

Source: Adapted from John Doyle, California Institute of
Technology, “Complexity and Robustness,” 1999. Data from
NERC.

If nothing else changed, one could expect an
increased frequency of large-scale events as com-
pared to historical experience. The last and most
extreme event shown in Figure 7.1 is the August
10, 1996, outage. August 14, 2003, surpassed that
event in terms of severity. In addition, two signifi-
cant outages in the month of September 2003
occurred abroad: one in England and one, initiated
in Switzerland, that cascaded over much of Italy.

In the following sections, seven previous outages
are reviewed and compared with the blackout of
August 14, 2003: (1) Northeast blackout on
November 9, 1965; (2) New York City blackout on
July 13, 1977; (3) West Coast blackout on Decem-
ber 22, 1982; (4) West Coast blackout on July 2-3,
1996; (5) West Coast blackout on August 10, 1996;
(6) Ontario and U.S. North Central blackout on
June 25, 1998; and (7) Northeast outages and non-
outage disturbances in the summer of 1999.
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Outage Descriptions
and Major Causal Factors

November 9, 1965: Northeast Blackout

This disturbance resulted in the loss of over
20,000 MW of load and affected 30 million people.
Virtually all of New York, Connecticut, Massachu-
setts, Rhode Island, small segments of northern
Pennsylvania and northeastern New Jersey, and
substantial areas of Ontario, Canada, were
affected. Outages lasted for up to 13 hours. This
event resulted in the formation of the North Amer-
ican Electric Reliability Council in 1968.

A backup protective relay operated to open one of
five 230-kV lines taking power north from a gener-
ating plant in Ontario to the Toronto area. When
the flows redistributed instantaneously on the
remaining four lines, they tripped out succes-
sively in a total of 2.5 seconds. The resultant
power swings resulted in a cascading outage that
blacked out much of the Northeast.

The major causal factors were as follows:

¢ Operation of a backup protective relay took a
230-kV line out of service when the loading on
the line exceeded the 375-MW relay setting.

¢ Operating personnel were not aware of the
operating set point of this relay.

¢ Another 230-kV line opened by an overcurrent
relay action, and several 115- and 230-kV lines
opened by protective relay action.

¢ Two key 345-kV east-west (Rochester-Syracuse)
lines opened due to instability, and several
lower voltage lines tripped open.

¢ Five of 16 generators at the St. Lawrence

(Massena) plant tripped automatically in
accordance with predetermined operating
procedures.

¢ Following additional line tripouts, 10 generat-
ing units at Beck were automatically shut down
by low governor oil pressure, and 5 pumping
generators were tripped off by overspeed gover-
nor control.

¢ Several other lines then tripped out on
under-frequency relay action.

July 13, 1977: New York City Blackout

This disturbance resulted in the loss of 6,000 MW
of load and affected 9 million people in New York
City. Outages lasted for up to 26 hours. A series of
events triggering the separation of the Consoli-
dated Edison system from neighboring systems
and its subsequent collapse began when two
345-kV lines on a common tower in Northern
Westchester were struck by lightning and tripped
out. Over the next hour, despite Consolidated Edi-
son dispatcher actions, the system electrically
separated from surrounding systems and col-
lapsed. With the loss of imports, generation in
New York City was not sufficient to serve the load
in the city.

Major causal factors were:

Table 7.1. Changing Conditions That Affect System Reliability

Previous Conditions

Emerging Conditions

Fewer, relatively large resources

Smaller, more numerous resources

Long-term, firm contracts

Contracts shorter in duration
More non-firm transactions, fewer long-term firm transactions

Bulk power transactions relatively stable and predictable

Bulk power transactions relatively variable and less predictable

Assessment of system reliability made from stable base
(narrower, more predictable range of potential operating
states)

Assessment of system reliability made from variable base

(wider, less predictable range of potential operating states)

Limited and knowledgable set of utility players

More players making more transactions, some with less
interconnected operation experience; increasing with retail

access

Unused transmission capacity and high security margins

High transmission utilization and operation closer to security
limits

Limited competition, little incentive for reducing reliability
investments

Utilities less willing to make investments in transmission
reliability that do not increase revenues

Market rules and reliability rules developed together

Market rules undergoing transition, reliability rules developed

separately

Limited wheeling

More system throughput
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¢ Two 345-kV lines connecting Buchanan South
to Millwood West experienced a phase B to
ground fault caused by a lightning strike.

# Circuit breaker operations at the Buchanan
South ring bus isolated the Indian Point No. 3
generating unit from any load, and the unit trip-
ped for a rejection of 883 MW of load.

¢ Loss of the ring bus isolated the 345-kV tie to
Ladentown, which had been importing 427
MW, making the cumulative resources lost
1,310 MW.

¢ 18.5 minutes after the first incident, an addi-
tional lightning strike caused the loss of two
345-kV lines, which connect Sprain Brook to
Buchanan North and Sprain Brook to Millwood
West. These two 345-kV lines share common
towers between Millwood West and Sprain
Brook. One line (Sprain Brook to Millwood
West) automatically reclosed and was restored
to service in about 2 seconds. The failure of the
other line to reclose isolated the last Consoli-
dated Edison interconnection to the Northwest.

¢ The resulting surge of power from the North-
west caused the loss of the Pleasant Valley to
Millwood West line by relay action (a bent con-
tact on one of the relays at Millwood West
caused the improper action).

¢ 23 minutes later, the Leeds to Pleasant Valley
345-kV line sagged into a tree due to overload
and tripped out.

¢ Within a minute, the 345 kV to 138 kV trans-
former at Pleasant Valley overloaded and trip-
ped off, leaving Consolidated Edison with only
three remaining interconnections.

¢ Within 3 minutes, the Long Island Lighting Co.
system operator, on concurrence of the pool dis-
patcher, manually opened the Jamaica to Valley
Stream tie.

¢ About 7 minutes later, the tap-changing mecha-
nism failed on the Goethals phase-shifter,
resulting in the loss of the Linden-to-Goethals
tie to PJM, which was carrying 1,150 MW to
Consolidated Edison.

¢ The two remaining external 138-kV ties to Con-
solidated Edison tripped on overload, isolating
the Consolidated Edison system.

¢ Insufficient generation in the isolated system
caused the Consolidated Edison island to
collapse.

December 22, 1982: West Coast Blackout

This disturbance resulted in the loss of 12,350
MW of load and affected over 5 million people in
the West. The outage began when high winds
caused the failure of a 500-kV transmission tower.
The tower fell into a parallel 500-kV line tower,
and both lines were lost. The failure of these two
lines mechanically cascaded and caused three
additional towers to fail on each line. When the
line conductors fell they contacted two 230-kV
lines crossing under the 500-kV rights-of-way, col-
lapsing the 230-kV lines.

The loss of the 500-kV lines activated a remedial
action scheme to control the separation of the
interconnection into two pre-engineered islands
and trip generation in the Pacific Northwest in
order to minimize customer outages and speed
restoration. However, delayed operation of the
remedial action scheme components occurred for
several reasons, and the interconnection sepa-
rated into four islands.

In addition to the mechanical failure of the trans-
mission lines, analysis of this outage cited prob-
lems with coordination of protective schemes,
because the generator tripping and separation
schemes operated slowly or did not operate as
planned. A communication channel component
performed sporadically, resulting in delayed
transmission of the control signal. The backup
separation scheme also failed to operate, because
the coordination of relay settings did not antici-
pate the power flows experienced in this severe
disturbance.

In addition, the volume and format in which data
were displayed to operators made it difficult to
assess the extent of the disturbance and what cor-
rective action should be taken. Time references to
events in this disturbance were not tied to a com-
mon standard, making real-time evaluation of the
situation more difficult.

July 2-3, 1996: West Coast Blackout

This disturbance resulted in the loss of 11,850
MW of load and affected 2 million people in the
West. Customers were affected in Arizona, Cali-
fornia, Colorado, Idaho, Montana, Nebraska,
Nevada, New Mexico, Oregon, South Dakota,
Texas, Utah, Washington, and Wyoming in the
United States; Alberta and British Columbia in
Canada; and Baja California Norte in Mexico. Out-
ages lasted from a few minutes to several hours.
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The outage began when a 345-kV transmission
line in Idaho sagged into a tree and tripped out. A
protective relay on a parallel transmission line
also detected the fault and incorrectly tripped a
second line. An almost simultaneous loss of these
lines greatly reduced the ability of the system to
transmit power from the nearby Jim Bridger plant.
Other relays tripped two of the four generating
units at that plant. With the loss of those two
units, frequency in the entire Western Intercon-
nection began to decline, and voltage began to col-
lapse in the Boise, Idaho, area, affecting the
California-Oregon AC Intertie transfer limit.

For 23 seconds the system remained in precarious
balance, until the Mill Creek to Antelope 230-kV
line between Montana and Idaho tripped by zone
3 relay, depressing voltage at Summer Lake Sub-
station and causing the intertie to slip out of syn-
chronism. Remedial action relays separated the
system into five pre-engineered islands designed
to minimize customer outages and restoration
times. Similar conditions and initiating factors
were present on July 3; however, as voltage began
to collapse in the Boise area, the operator shed
load manually and contained the disturbance.

August 10, 1996: West Coast Blackout

This disturbance resulted in the loss of over
28,000 MW of load and affected 7.5 million people
in the West. Customers were affected in Arizona,
California, Colorado, Idaho, Montana, Nebraska,
Nevada, New Mexico, Oregon, South Dakota,
Texas, Utah, Washington, and Wyoming in the
United States; Alberta and British Columbia in
Canada; and Baja California Norte in Mexico. Out-
ages lasted from a few minutes to as long as nine
hours.

Triggered by several major transmission line out-
ages, the loss of generation from McNary Dam, and
resulting system oscillations, the Western Inter-
connection separated into four electrical islands,
with significant loss of load and generation. Prior
to the disturbance, the transmission system from
Canada south through the Northwest into Califor-
nia was heavily loaded with north-to-south power
transfers. These flows were due to high Southwest
demand caused by hot weather, combined with
excellent hydroelectric conditions in Canada and
the Northwest.

Very high temperatures in the Northwest caused
two lightly loaded transmission lines to sag into
untrimmed trees and trip out. A third heavily
loaded line also sagged into a tree. Its outage led to

the overload and loss of additional transmission
lines. General voltage decline in the Northwest
and the loss of McNary generation due to incor-
rectly applied relays caused power oscillations on
the California to Oregon AC intertie. The intertie’s
protective relays tripped these facilities out and
caused the Western Interconnection to separate
into four islands. Following the loss of the first two
lightly loaded lines, operators were unaware that
the system was in an insecure state over the next
hour, because new operating studies had not been
performed to identify needed system adjustments.

June 25, 1998: Upper Midwest Blackout

This disturbance resulted in the loss of 950 MW of
load and affected 152,000 people in Minnesota,
Montana, North Dakota, South Dakota, and Wis-
consin in the United States; and Ontario, Mani-
toba, and Saskatchewan in Canada. Outages lasted
up to 19 hours.

Alightning storm in Minnesota initiated a series of
events, causing a system disturbance that affected
the entire Mid-Continent Area Power Pool (MAPP)
Region and the northwestern Ontario Hydro sys-
tem of the Northeast Power Coordinating Council.
A 345-kV line was struck by lightning and tripped
out. Underlying lower voltage lines began to over-
load and trip out, further weakening the system.
Soon afterward, lightning struck a second 345-kV
line, taking it out of service as well. Following the
outage of the second 345-kV line, the remaining
lower voltage transmission lines in the area
became significantly overloaded, and relays took
them out of service. This cascading removal of
lines from service continued until the entire
northern MAPP Region was separated from the
Eastern Interconnection, forming three islands
and resulting in the eventual blackout of the
northwestern Ontario Hydro system.

Summer of 1999: Northeast U.S.
Non-outage Disturbances

Load in the PJM system on July 6, 1999, was
51,600 MW (approximately 5,000 MW above fore-
cast). PJM used all emergency procedures (includ-
ing a 5% voltage reduction) except manually
tripping load, and imported 5,000 MW from exter-
nal systems to serve the record customer demand.
Load on July 19, 1999, exceeded 50,500 MW. PJM
loaded all available eastern PJM generation and
again implemented emergency operating proce-
dures from approximately 12 noon into the eve-
ning on both days.
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During these record peak loads, steep voltage
declines were experienced on the bulk transmis-
sion system. In each case, a voltage collapse was
barely averted through the use of emergency pro-
cedures. Low voltage occurred because reactive
demand exceeded reactive supply. High reactive
demand was due to high electricity demand and
high losses resulting from high transfers across the
system. Reactive supply was inadequate because
generators were unavailable or unable to meet
rated reactive capability due to ambient condi-
tions, and because some shunt capacitors were out
of service.

Common or Similar Factors
Among Major Outages

The factors that were common to some of the
major outages above and the August 14 blackout
include: (1) conductor contact with trees; (2) over-
estimation of dynamic reactive output of system
generators; (3) inability of system operators or
coordinators to visualize events on the entire sys-
tem; (4) failure to ensure that system operation
was within safe limits; (5) lack of coordination on
system protection; (6) ineffective communication;
(7) lack of “safety nets;” and (8) inadequate train-
ing of operating personnel. The following sections
describe the nature of these factors and list recom-
mendations from previous investigations that are
relevant to each.

Conductor Contact With Trees

This factor was an initiating trigger in several of
the outages and a contributing factor in the sever-
ity of several more. Unlike lightning strikes, for
which system operators have fair storm-tracking
tools, system operators generally do not have
direct knowledge that a line has contacted a tree
and faulted. They will sometimes test the line by
trying to restore it to service, if that is deemed to be
a safe operation. Even if it does go back into ser-
vice, the line may fault and trip out again as load
heats it up. This is most likely to happen when
vegetation has not been adequately managed, in
combination with hot and windless conditions.

In some of the disturbances, tree contact account-
ed for the loss of more than one circuit, contribut-
ing multiple contingencies to the weakening of
the system. Lines usually sag into right-of-way
obstructions when the need to retain transmission
interconnection is high. High inductive load
composition, such as air conditioning or irrigation

pumping, accompanies hot weather and places
higher burdens on transmission lines. Losing cir-
cuits contributes to voltage decline. Inductive
load is unforgiving when voltage declines, draw-
ing additional reactive supply from the system
and further contributing to voltage problems.

Recommendations from previous investigations
include:

¢ Paying special attention to the condition of
rights-of-way following favorable growing sea-
sons. Very wet and warm spring and summer
growing conditions preceded the 1996 outages
in the West.

¢ Careful review of any reduction in operations
and maintenance expenses that may contribute
to decreased frequency of line patrols or trim-
ming. Maintenance in this area should be
strongly directed toward preventive rather than
remedial maintenance.

Dynamic Reactive Output of Generators

Reactive supply is an important ingredient in
maintaining healthy power system voltages and
facilitating power transfers. Inadequate reactive
supply was a factor in most of the events. Shunt
capacitors and generating resources are the most
significant suppliers of reactive power. Operators
perform contingency analysis based on how
power system elements will perform under vari-
ous power system conditions. They determine and
set transfer limits based on these analyses. Shunt
capacitors are easy to model because they are
static. Modeling the dynamic reactive output of
generators under stressed system conditions has
proven to be more challenging. If the model is
incorrect, estimated transfer limits will also be
incorrect.

In most of the events, the assumed contribution of
dynamic reactive output of system generators was
greater than the generators actually produced,
resulting in more significant voltage problems.
Some generators were limited in the amount of
reactive power they produced by over-excitation
limits, or necessarily derated because of high
ambient temperatures. Other generators were con-
trolled to a fixed power factor and did not contrib-
ute reactive supply in depressed voltage
conditions. Under-voltage load shedding is em-
ployed as an automatic remedial action in some
interconnections to prevent cascading, and could
be used more widely.
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Recommendations from previous investigations
concerning voltage support and reactive power
management include:

¢ Communicate changes to generator reactive
capability limits in a timely and accurate man-
ner for both planning and operational modeling
purposes.

¢ Investigate the development of a generator
MV Ar/voltage monitoring process to determine
when generators may not be following reported
MVAr limits.

¢ Establish a common standard for generator
steady-state and post-contingency (15-minute)
MVAr capability definition; determine method-
ology, testing, and operational reporting
requirements.

¢ Determine the generator service level agree-
ment that defines generator MV Ar obligation to
help ensure reliable operations.

# Periodically review and field test the reactive
limits of generators to ensure that reported
MVAr limits are attainable.

¢ Provide operators with on-line indications of
available reactive capability from each generat-
ing unit or groups of generators, other VAr
sources, and the reactive margin at all critical
buses. This information should assist in the
operating practice of maximizing the use of
shunt capacitors during heavy transfers and
thereby increase the availability of system
dynamic reactive reserve.

¢ For voltage instability problems, consider fast
automatic capacitor insertion (both series and
shunt), direct shunt reactor and load tripping,
and under-voltage load shedding.

¢ Develop and periodically review a reactive mar-
gin against which system performance should
be evaluated and used to establish maximum
transfer levels.

System Visibility Procedures and
Operator Tools

Each control area operates as part of a single syn-
chronous interconnection. However, the parties
with various geographic or functional responsibil-
ities for reliable operation of the grid do not have
visibility of the entire system. Events in neighbor-
ing systems may not be visible to an operator or
reliability coordinator, or power system data
may be available in a control center but not be

presented to operators or coordinators as informa-
tion they can use in making appropriate operating
decisions.

Recommendations from previous investigations
concerning visibility and tools include:

¢ Develop communications systems and displays
that give operators immediate information on
changes in the status of major components in
their own and neighboring systems.

¢ Supply communications systems with uninter-
ruptible power, so that information on system
conditions can be transmitted correctly to con-
trol centers during system disturbances.

¢ In the control center, use a dynamic line loading
and outage display board to provide operating
personnel with rapid and comprehensive infor-
mation about the facilities available and the
operating condition of each facility in service.

¢ Give control centers the capability to display to
system operators computer-generated alterna-
tive actions specific to the immediate situation,
together with expected results of each action.

# Establish on-line security analysis capability to
identify those next and multiple facility outages
that would be critical to system reliability from
thermal, stability, and post-contingency voltage
points of view.

¢ Establish time-synchronized disturbance moni-
toring to help evaluate the performance of the
interconnected system under stress, and design
appropriate controls to protect it.

System Operation Within Safe Limits

Operators in several of the events were unaware of
the vulnerability of the system to the next contin-
gency. The reasons were varied: inaccurate model-
ing for simulation, no visibility of the loss of key
transmission elements, no operator monitoring of
stability measures (reactive reserve monitor,
power transfer angle), and no reassessment of sys-
tem conditions following the loss of an element
and readjustment of safe limits.

Recommendations from previous investigations
include:

¢ Following a contingency, the system must be
returned to a reliable state within the allowed
readjustment period. Operating guides must be
reviewed to ensure that procedures exist to
restore system reliability in the allowable time
periods.
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¢ Reduce scheduled transfers to a safe and pru-
dent level until studies have been conducted to
determine the maximum simultaneous transfer
capability limits.

¢ Reevaluate processes for identifying unusual
operating conditions and potential disturbance
scenarios, and make sure they are studied
before they are encountered in real-time operat-
ing conditions.

Coordination of System Protection
(Transmission and Generation Elements)

Protective relays are designed to detect short cir-
cuits and act locally to isolate faulted power sys-
tem equipment from the system—both to protect
the equipment from damage and to protect the sys-
tem from faulty equipment. Relay systems are
applied with redundancy in primary and backup
modes. If one relay fails, another should detect the
fault and trip appropriate circuit breakers. Some
backup relays have significant “reach,” such that
non-faulted line overloads or stable swings may be
seen as faults and cause the tripping of a line when
it is not advantageous to do so. Proper coordina-
tion of the many relay devices in an intercon-
nected system is a significant challenge, requiring
continual review and revision. Some relays can
prevent resynchronizing, making restoration more
difficult.

System-wide controls protect the interconnected
operation rather than specific pieces of equip-
ment. Examples include controlled islanding to
mitigate the severity of an inevitable disturbance
and under-voltage or under-frequency load shed-
ding. Failure to operate (or misoperation of) one or
more relays as an event developed was a common
factor in several of the disturbances.

Recommendations developed after previous out-
ages include:

¢ Perform system trip tests of relay schemes peri-
odically. At installation the acceptance test
should be performed on the complete relay
scheme in addition to each individual compo-
nent so that the adequacy of the scheme is
verified.

¢ Continually update relay protection to fit
changing system development and to incorpo-
rate improved relay control devices.

# Install sensing devices on critical transmission
lines to shed load or generation automatically if
the short-term emergency rating is exceeded for

a specified period of time. The time delay
should be long enough to allow the system oper-
ator to attempt to reduce line loadings promptly
by other means.

¢ Review phase-angle restrictions that can pre-
vent reclosing of major interconnections during
system emergencies. Consideration should be
given to bypassing synchronism-check relays to
permit direct closing of critical interconnec-
tions when it is necessary to maintain stability
of the grid during an emergency.

¢ Review the need for controlled islanding. Oper-
ating guides should address the potential for
significant generation/load imbalance within
the islands.

Effectiveness of Communications

Under normal conditions, parties with reliability
responsibility need to communicate important
and prioritized information to each other in a
timely way, to help preserve the integrity of the
grid. This is especially important in emergencies.
During emergencies, operators should be relieved
of duties unrelated to preserving the grid. A com-
mon factor in several of the events described
above was that information about outages occur-
ring in one system was not provided to neighbor-
ing systems.

Need for Safety Nets

A safety net is a protective scheme that activates
automatically if a pre-specified, significant con-
tingency occurs. When activated, such schemes
involve certain costs and inconvenience, but they
can prevent some disturbances from getting out of
control. These plans involve actions such as shed-
ding load, dropping generation, or islanding, and
in all cases the intent is to have a controlled out-
come that is less severe than the likely uncon-
trolled outcome. If a safety net had not been taken
out of service in the West in August 1996, it would
have lessened the severity of the disturbance from
28,000 MW of load lost to less than 7,200 MW. (It
has since been returned to service.) Safety nets
should not be relied upon to establish transfer lim-
its, however.

Previous recommendations concerning safety nets
include:

¢ Establish and maintain coordinated programs
of automatic load shedding in areas not so
equipped, in order to prevent total loss of power
in an area that has been separated from the
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main network and is deficient in generation.
Load shedding should be regarded as an insur-
ance program, however, and should not be used
as a substitute for adequate system design.

# Install load-shedding controls to allow fast sin-
gle-action activation of large-block load shed-
ding by an operator.

Training of Operating Personnel

Operating procedures were necessary but not suf-
ficient to deal with severe power system distur-
bances in several of the events. Enhanced
procedures and training for operating personnel
were recommended. Dispatcher training facility
scenarios with disturbance simulation were sug-
gested as well. Operators tended to reduce sched-
ules for transactions but were reluctant to call
for increased generation—or especially to shed
load—in the face of a disturbance that threatened
to bring the whole system down.

Previous recommendations concerning training
include:

¢ Thorough programs and schedules for operator
training and retraining should be vigorously
administered.

¢ A full-scale simulator should be made available
to provide operating personnel with “hands-on”
experience in dealing with possible emergency
or other system conditions.

¢ Procedures and training programs for system
operators should include anticipation, recogni-
tion, and definition of emergency situations.

¢ Written procedures and training materials
should include criteria that system operators
can use to recognize signs of system stress and
mitigating measures to be taken before condi-
tions degrade into emergencies.

¢ Line loading relief procedures should not be
relied upon when the system is in an insecure
state, as these procedures cannot be imple-
mented effectively within the required time

frames in many cases. Other readjustments
must be used, and the system operator must
take responsibility to restore the system
immediately.

¢ Operators’ authority and responsibility to take
immediate action if they sense the system is
starting to degrade should be emphasized and
protected.

¢ The current processes for assessing the poten-
tial for voltage instability and the need to
enhance the existing operator training pro-
grams, operational tools, and annual technical
assessments should be reviewed to improve the
ability to predict future voltage stability prob-
lems prior to their occurrence, and to mitigate
the potential for adverse effects on a regional
scale.

Comparisons With the
August 14 Blackout

The blackout on August 14, 2003, had several
causes or contributory factors in common with the
earlier outages, including:

¢ Inadequate vegetation management
¢ Failure to ensure operation within secure limits

# Failure to identify emergency conditions and
communicate that status to neighboring
systems

¢ Inadequate operator training

¢ Inadequate regional-scale visibility over the
power system

¢ Inadequate coordination of relays and other
protective devices or systems.

New causal features of the August 14 blackout
include: inadequate interregional visibility over
the power system; dysfunction of a control area’s
SCADA/EMS system; and lack of adequate backup
capability to that system.
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8. Performance of Nuclear Power Plants
Affected by the Blackout

Introduction

On August 14, 2003, nine U.S. nuclear power
plants experienced rapid shutdowns (reactor
trips) as a consequence of the power outage. Seven
nuclear power plants in Canada operating at high
power levels at the time of the event also experi-
enced rapid shutdowns. Four other Canadian
nuclear plants automatically disconnected from
the grid due to the electrical transient but were
able to continue operating at a reduced power
level and were available to supply power to the
grid as it was restored by the transmission system
operators. Six nuclear plants in the United States
and one in Canada experienced significant electri-
cal disturbances but were able to continue gener-
ating electricity. Many non-nuclear generating
plants in both countries also tripped during the
event. Numerous other nuclear plants observed
disturbances on the electrical grid but continued
to generate electrical power without interruption.

The Nuclear Working Group (NWG) was one of
three Working Groups created to support the
U.S.-Canada Power System Outage Task Force.
The NWG was charged with identifying all rele-
vant actions by nuclear generating facilities in
connection with the outage. Nils Diaz, Chairman
of the U.S. Nuclear Regulatory Commission (NRC)
and Linda Keen, President and CEO of the Cana-
dian Nuclear Safety Commission (CNSC) were
co-chairs of the Working Group, with other mem-
bers appointed from industry and various State
and federal agencies.

In Phase I, the NWG focused on collecting and
analyzing data from each affected nuclear power
plant to determine what happened, and whether
any activities at the plants caused or contributed
to the power outage or involved a significant
safety issue. Phase I culminated in the issuance of
the Task Force’s Interim Report, which reported
that:

¢ The affected nuclear power plants did not
trigger the power outage or inappropriately

contribute to its spread (i.e., to an extent beyond
the normal tripping of the plants at expected
conditions).

¢ The severity of the grid transient caused genera-
tors, turbines, or reactor systems at the nuclear
plants to reach protective feature limits and
actuate automatic protective actions.

¢ The nuclear plants responded to the grid condi-
tions in a manner consistent with the plant
designs.

¢ The nuclear plants were maintained in a safe
condition until conditions were met to permit
the nuclear plants to resume supplying electri-
cal power to the grid.

¢ For nuclear plants in the United States:

> Fermi 2, Oyster Creek, and Perry tripped due
to main generator trips, which resulted from
voltage and frequency fluctuations on the
grid. Nine Mile 1 tripped due to a main tur-
bine trip due to frequency fluctuations on the
grid.

> FitzPatrick and Nine Mile 2 tripped due to
reactor trips, which resulted from turbine
control system low pressure due to frequency
fluctuations on the grid. Ginna tripped due to
a reactor trip which resulted from a large loss
of electrical load due to frequency fluctua-
tions on the grid. Indian Point 2 and Indian
Point 3 tripped due to a reactor trip on low
flow, which resulted when low grid fre-
quency tripped reactor coolant pumps.

¢ For nuclear plants in Canada:

> At Bruce B and Pickering B, frequency and/or
voltage fluctuations on the grid resulted in
the automatic disconnection of generators
from the grid. For those units that were suc-
cessful in maintaining the unit generators
operational, reactor power was automatically
reduced.
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> At Darlington, load swing on the grid led to
the automatic reduction in power of the four
reactors. The generators were, in turn, auto-
matically disconnected from the grid.

> Three reactors at Bruce B and one at Darling-
ton were returned to 60% power. These reac-
tors were available to deliver power to the
grid on the instructions of the transmission
system operator.

> Three units at Darlington were placed in a
zero-power hot state, and four units at
Pickering B and one unit at Bruce B were
placed in a Guaranteed Shutdown State.

The licensees’ return to power operation followed
a deliberate process controlled by plant proce-
dures and regulations. Equipment and process
problems, whether existing prior to or caused by
the event, would normally be addressed prior to
restart. The NWG is satisfied that licensees took an
appropriately conservative approach to their
restart activities, placing a priority on safety.

¢ For U.S. nuclear plants: Ginna, Indian Point 2,
Nine Mile 2, and Oyster Creek resumed electri-
cal generation on August 17. FitzPatrick and
Nine Mile 1 resumed electrical generation on
August 18. Fermi 2 resumed electrical genera-
tion on August 20. Perry resumed electrical gen-
eration on August 21. Indian Point 3 resumed
electrical generation on August 22. Indian Point
3 had equipment issues (failed splices in the
control rod drive mechanism power system)
that required repair prior to restart. Ginna
submitted a special request for enforcement dis-
cretion from the NRC to permit mode changes
and restart with an inoperable auxiliary
feedwater pump. The NRC granted the request
for enforcement discretion.

¢ For Canadian nuclear plants: The restart of the
Canadian nuclear plants was carried out in
accordance with approved Operating Policies
and Principles. Three units at Bruce B and one
at Darlington were resynchronized with the grid
within 6 hours of the event. The remaining
three units at Darlington were reconnected by
August 17 and 18. Units 5, 6, and 8 at Pickering
B and Unit 6 at Bruce B returned to service
between August 22 and August 25.

The NWG has found no evidence that the shut-
down of the nuclear power plants triggered the
outage or inappropriately contributed to its spread
(i.e., to an extent beyond the normal tripping of
the plants at expected conditions). All the nuclear

plants that shut down or disconnected from the
grid responded automatically to grid conditions.
All the nuclear plants responded in a manner con-
sistent with the plant designs. Safety functions
were effectively accomplished, and the nuclear
plants that tripped were maintained in a safe shut-
down condition until their restart.

In Phase II, the NWG collected comments and ana-
lyzed information related to potential recommen-
dations to help prevent future power outages.
Representatives of the NWG, including represen-
tatives of the NRC and the CNSC, attended public
meetings to solicit feedback and recommenda-
tions held in Cleveland, Ohio; New York City,
New York; and Toronto, Ontario, on December 4,
5, and 8, 2003, respectively. Representatives of the
NWG also participated in the NRC’s public meet-
ing to solicit feedback and recommendations on
the Northeast blackout held in Rockville, Mary-
land, on January 6, 2004.

Additional details on both the Phase I and Phase II
efforts are available in the following sections. Due
to the major design differences between nuclear
plants in Canada and the United States, the NWG
decided to have separate sections for each coun-
try. This also responds to the request by the
nuclear regulatory agencies in both countries to
have sections of the report that stand alone, so that
they can also be used as regulatory documents.

Findings of the U.S. Nuclear
Working Group

Summary

The U.S. NWG found no evidence that the shut-
down of the nine U.S. nuclear power plants trig-
gered the outage, or inappropriately contributed to
its spread (i.e., to an extent beyond the normal
tripping of the plants at expected conditions). All
nine plants that experienced a reactor trip were
responding to grid conditions. The severity of the
grid transient caused generators, turbines, or reac-
tor systems at the plants to reach a protective fea-
ture limit and actuate a plant shutdown. All nine
plants tripped in response to those conditions in a
manner consistent with the plant designs. The
nine plants automatically shut down in a safe
fashion to protect the plants from the grid tran-
sient. Safety functions were effectively accom-
plished with few problems, and the plants were
maintained in a safe shutdown condition until
their restart.
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The nuclear power plant outages that resulted
from the August 14, 2003, power outage were trig-
gered by automatic protection systems for the
reactors or turbine-generators, not by any manual
operator actions. The NWG has received no infor-
mation that points to operators deliberately shut-
ting down nuclear units to isolate themselves from
instabilities on the grid. In short, only automatic
separation of nuclear units occurred.

Regarding the 95 other licensed commercial
nuclear power plants in the United States: 4 were
already shut down at the time of the power outage,
one of which experienced a grid disturbance; 70
operating plants observed some level of grid dis-
turbance but accommodated the disturbances and
remained on line, supplying power to the grid; and
21 operating plants did not experience any grid
disturbance.

Introduction

The NRC, which regulates U.S. commercial
nuclear power plants, has regulatory requirements
for offsite power systems. These requirements
address the number of offsite power sources and
the ability to withstand certain transients. Offsite
power is the normal source of alternating current
(AC) power to the safety systems in the plants
when the plant main generator is not in operation.
The requirements also are designed to protect
safety systems from potentially damaging varia-
tions (in voltage and frequency) in the supplied
power. For loss of offsite power events, the NRC
requires emergency generation (typically emer-
gency diesel generators) to provide AC power to
safety systems. In addition, the NRC provides
oversight of the safety aspects of offsite power
issues through its inspection program, by moni-
toring operating experience, and by performing
technical studies.

Phase I: Fact Finding

Phase I of the NWG effort focused on collecting
and analyzing data from each plant to determine
what happened, and whether any activities at the
plants caused or contributed to the power outage
or its spread or involved a significant safety issue.
To ensure accuracy, comprehensive coordination
was maintained among the working group mem-
bers and among the NWG, ESWG, and SWG.

The staff developed a set of technical questions to
obtain data from the owners or licensees of the
nuclear power plants that would enable them to
review the response of the nuclear plant systems

in detail. Two additional requests for more spe-
cific information were made for certain plants.
The collection of information from U.S. nuclear
power plants was gathered through the NRC
regional offices, which had NRC resident inspec-
tors at each plant obtain licensee information to
answer the questions. General design information
was gathered from plant-specific Updated Final
Safety Analysis Reports and other documents.

Plant data were compared against plant designs by
the NRC staff to determine whether the plant
responses were as expected; whether they
appeared to cause the power outage or contributed
to the spread of the outage; and whether applica-
ble safety requirements were met. In some cases
supplemental questions were developed, and
answers were obtained from the licensees to clar-
ify the observed response of the plant. The NWG
interfaced with the ESWG to validate some data
and to obtain grid information, which contributed
to the analysis. The NWG identified relevant
actions by nuclear generating facilities in connec-
tion with the power outage.

Typical Design, Operational, and
Protective Features of U.S. Nuclear
Power Plants

Nuclear power plants have a number of design,
operational, and protective features to ensure that
the plants operate safely and reliably. This section
describes these features so as to provide a better
understanding of how nuclear power plants inter-
act with the grid and, specifically, how nuclear
power plants respond to changing grid conditions.
While the features described in this section are
typical, there are differences in the design and
operation of individual plants which are not
discussed.

Design Features of U.S. Nuclear Power Plants

Nuclear power plants use heat from nuclear reac-
tions to generate steam and use a single steam-
driven turbine-generator (also known as the main
generator) to produce electricity supplied to the
grid.

Connection of the plant switchyard to the grid.
The plant switchyard normally forms the interface
between the plant main generator and the electri-
cal grid. The plant switchyard has multiple trans-
mission lines connected to the grid system to meet
offsite power supply requirements for having reli-
able offsite power for the nuclear station under
all operating and shutdown conditions. Each
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transmission line connected to the switchyard has
dedicated circuit breakers, with fault sensors, to
isolate faulted conditions in the switchyard or the
connected transmission lines, such as phase-to-
phase or phase-to-ground short circuits. The fault
sensors are fed into a protection scheme for the
plant switchyard that is engineered to localize
any faulted conditions with minimum system
disturbance.

Connection of the main generator to the switch-
yard. The plant main generator produces electri-
cal power and transmits that power to the offsite
transmission system. Most plants also supply
power to the plant auxiliary buses for normal
operation of the nuclear generating unit through
the unit auxiliary transformer. During normal
plant operation, the main generator typically gen-
erates electrical power at about 22 kV. The voltage
is increased to match the switchyard voltage by
the main transformers, and the power flows to the
high voltage switchyard through two power cir-
cuit breakers.

Power supplies for the plant auxiliary buses. The
safety-related and nonsafety auxiliary buses are
normally lined up to receive power from the main
generator auxiliary transformer, although some
plants leave some of their auxiliary buses powered
from a startup transformer (that is, from the offsite
power distribution system). When plant power
generation is interrupted, the power supply auto-
matically transfers to the offsite power source (the
startup transformer). If that is not supplying
acceptable voltage, the circuit breakers to the
safety-related buses open, and the buses are
reenergized by the respective fast-starting emer-
gency diesel generators. The nonsafety auxiliary
buses will remain deenergized until offsite power
is restored.

Operational Features of U.S. Nuclear Power
Plants

Response of nuclear power plants to changes in
switchyard voltage. With the main generator volt-
age regulator in the automatic mode, the generator
will respond to an increase of switchyard voltage
by reducing the generator field excitation current.
This will result in a decrease of reactive power,
normally measured as mega-volts-amperes-reac-
tive (MVAr) from the generator to the switchyard
and out to the surrounding grid, helping to control
the grid voltage increase. With the main generator
voltage regulator in the automatic mode, the gen-
erator will respond to a decrease of switchyard
voltage by increasing the generator field excitation
current. This will result in an increase of reactive

power (MVAr) from the generator to the
switchyard and out to the surrounding grid, help-
ing to control the grid voltage decrease. If the
switchyard voltage goes low enough, the
increased generator field current could result in
generator field overheating. Over-excitation pro-
tective circuitry is generally employed to prevent
this from occurring. This protective circuitry may
trip the generator to prevent equipment damage.

Under-voltage protection is provided for the
nuclear power plant safety buses, and may be pro-
vided on nonsafety buses and at individual pieces
of equipment. It is also used in some pressurized
water reactor designs on reactor coolant pumps
(RCPs) as an anticipatory loss of RCP flow signal.

Protective Features of U.S. Nuclear Power
Plants

The main generator and main turbine have protec-
tive features, similar to fossil generating stations,
which protect against equipment damage. In gen-
eral, the reactor protective features are designed to
protect the reactor fuel from damage and to protect
the reactor coolant system from over-pressure or
over-temperature transients. Some trip features
also produce a corresponding trip in other compo-
nents; for example, a turbine trip typically results
in a reactor trip above a low power setpoint.

Generator protective features typically include
over-current, ground detection, differential relays
(which monitor for electrical fault conditions
within a zone of protection defined by the location
of the sensors, typically the main generator and all
transformers connected directly to the generator
output), electrical faults on the transformers con-
nected to the generator, loss of the generator field,
and a turbine trip. Turbine protective features typ-
ically include over-speed (usually set at 1980 rpm
or 66 Hz), low bearing oil pressure, high bearing
vibration, degraded condenser vacuum, thrust
bearing failure, or generator trip. Reactor protec-
tive features typically include trips for over-
power, abnormal pressure in the reactor coolant
system, low reactor coolant system flow, low level
in the steam generators or the reactor vessel, or a
trip of the turbine.

Considerations on Returning a U.S.
Nuclear Power Plant to Power
Production After Switchyard Voltage
Is Restored

The following are examples of the types of activi-
ties that must be completed before returning a
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nuclear power plant to power production follow-
ing a loss of switchyard voltage.

¢ Switchyard voltage must be normal and stable
from an offsite supply. Nuclear power plants are
not designed for black-start capability (the abil-
ity to start up without external power).

¢ Plant buses must be energized from the
switchyard and the emergency diesel genera-
tors restored to standby mode.

¢ Normal plant equipment, such as reactor cool-
ant pumps and circulating water pumps, must
be restarted.

¢ A reactor trip review report must be completed
and approved by plant management, and the
cause of the trip must be addressed.

¢ All plant technical specifications must be satis-
fied. Technical specifications are issued to each
nuclear power plant as part of their license by
the NRC. They dictate equipment which must
be operable and process parameters which must
be met to allow operation of the reactor. Exam-
ples of actions that were required following the
events of August 14 include refilling the diesel
fuel oil storage tanks, refilling the condensate
storage tanks, establishing reactor coolant sys-
tem forced flow, and cooling the suppression
pool to normal operating limits. Surveillance
tests must be completed as required by techni-
cal specifications (for example, operability of
the low-range neutron detectors must be
demonstrated).

¢ Systems must be aligned to support the startup.

¢ Pressures and temperatures for reactor startup
must be established in the reactor coolant sys-
tem for pressurized water reactors.

¢ A reactor criticality calculation must be per-
formed to predict the control rod withdrawals
needed to achieve criticality, where the fission
chain reaction becomes self-sustaining due to
the increased neutron flux. Certain neutron-
absorbing fission products increase in concen-
tration following a reactor trip (followed later
by a decrease or decay). At pressurized water
reactors, the boron concentration in the primary
coolant must be adjusted to match the criticality
calculation. Near the end of the fuel cycle, the
nuclear power plant may not have enough
boron adjustment or control rod worth available
for restart until the neutron absorbers have

decreased significantly (more than 24 hours
after the trip).

It may require a day or more before a nuclear
power plant can restart following a normal trip.
Plant trips are a significant transient on plant
equipment, and some maintenance may be neces-
sary before the plant can restart. When combined
with the infrequent event of loss of offsite power,
additional recovery actions will be required.
Safety systems, such as emergency diesel genera-
tors and safety-related decay heat removal sys-
tems, must be restored to normal lineups. These
additional actions would extend the time neces-
sary to restart a nuclear plant from this type of
event.

Summary of U.S. Nuclear Power Plant
Response to and Safety During the
August 14 Outage

The NWG’s review did not identify any activity or
equipment issues at U.S. nuclear power plants
that caused the transient on August 14, 2003. Nine
nuclear power plants tripped within about 60 sec-
onds as a result of the grid disturbance. Addi-
tionally, many nuclear power plants experienced
a transient due to this grid disturbance.

Nuclear Power Plants That Tripped

The trips at nine nuclear power plants resulted
from the plant responses to the grid disturbances.
Following the initial grid disturbances, voltages in
the plant switchyard fluctuated and reactive
power flows fluctuated. As the voltage regulators
on the main generators attempted to compensate,
equipment limits were exceeded and protective
trips resulted. This happened at Fermi 2 and Oys-
ter Creek. Fermi 2 tripped on a generator field pro-
tection trip. Oyster Creek tripped due to a
generator trip on high ratio of voltage relative to
the electrical frequency.

Also, as the balance between electrical generation
and electrical load on the grid was disturbed, the
electrical frequency began to fluctuate. In some
cases the electrical frequency dropped low
enough to actuate protective features. This hap-
pened at Indian Point 2, Indian Point 3, and Perry.
Perry tripped due to a generator under-frequency
trip signal. Indian Point 2 and Indian Point 3 trip-
ped when the grid frequency dropped low enough
to trip reactor coolant pumps, which actuated a
reactor protective feature.
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In other cases, the electrical frequency fluctuated
and went higher than normal. Turbine control sys-
tems responded in an attempt to control the fre-
quency. Equipment limits were exceeded as a
result of the reaction of the turbine control sys-
tems to large frequency changes. This led to trips
at FitzPatrick, Nine Mile 1, Nine Mile 2, and
Ginna. FitzPatrick and Nine Mile 2 tripped on low
pressure in the turbine hydraulic control oil sys-
tem. Nine Mile 1 tripped on turbine light load pro-
tection. Ginna tripped due to conditions in the
reactor following rapid closure of the turbine con-
trol valves in response to high frequency on the
grid.

The Perry, Fermi 2, Oyster Creek, and Nine Mile 1
reactors tripped immediately after the generator
tripped, although that is not apparent from the
times below, because the clocks were not synchro-
nized to the national time standard. The Indian
Point 2 and 3, FitzPatrick, Ginna, and Nine Mile 2
reactors tripped before the generators. When the
reactor trips first, there is generally a short time
delay before the generator output breakers open.
The electrical generation decreases rapidly to zero
after the reactor trip. Table 8.1 provides the times
from the data collected for the reactor trip times,
and the time the generator output breakers opened
(generator trip), as reported by the ESWG. Addi-
tional details on the plants that tripped are given
below, and summarized in Table 8.2 on page 120.

Fermi 2. Fermi 2 is located 25 miles (40 km) north-
east of Toledo, Ohio, in southern Michigan on
Lake Erie. It was generating about 1,130 mega-
watts-electric (MWe) before the event. The reactor
tripped due to a turbine trip. The turbine trip was
likely the result of multiple generator field protec-
tion trips (overexcitation and loss of field) as the
Fermi 2 generator responded to a series of rapidly
changing transients prior to its loss. This is consis-
tent with data that shows large swings of the Fermi
2 generator MVAr prior to its trip.

Offsite power was subsequently lost to the plant
auxiliary buses. The safety buses were de-
energized and automatically reenergized from the
emergency diesel generators. The operators trip-
ped one emergency diesel generator that was par-
alleled to the grid for testing, after which it
automatically loaded. Decay heat removal systems
maintained the cooling function for the reactor
fuel.

The lowest emergency declaration, an Unusual
Event, was declared at about 16:22 EDT due to the
loss of offsite power. Offsite power was restored to

at least one safety bus at about 01:53 EDT on
August 15. The following equipment problems
were noted: the Combustion Turbine Generator
(the alternate AC power source) failed to start from
the control room; however, it was successfully
started locally. In addition, the Spent Fuel Pool
Cooling System was interrupted for approxi-
mately 26 hours and reached a maximum temper-
ature of 130 degrees Fahrenheit (55 degrees
Celsius). The main generator was reconnected to
the grid at about 01:41 EDT on August 20.

FitzPatrick. FitzPatrick is located about 8 miles
(13 km) northeast of Oswego, NY, in northern New
York on Lake Ontario. It was generating about 850
MWe before the event. The reactor tripped due to
low pressure in the hydraulic system that controls
the turbine control valves. Low pressure in this
system typically indicates a large load reject, for
which a reactor trip is expected. In this case the
pressure in the system was low because the con-
trol system was rapidly manipulating the turbine
control valves to control turbine speed, which was
being affected by grid frequency fluctuations.

Immediately preceding the trip, both significant
over-voltage and under-voltage grid conditions
were experienced. Offsite power was subse-
quently lost to the plant auxiliary buses. The
safety buses were deenergized and automatically
reenergized from the emergency diesel generators.

The lowest emergency declaration, an Unusual
Event, was declared at about 16:26 EDT due to the
loss of offsite power. Decay heat removal systems
maintained the cooling function for the reactor
fuel. Offsite power was restored to at least one
safety bus at about 23:07 EDT on August 14. The
main generator was reconnected to the grid at
about 06:10 EDT on August 18.

Table 8.1. U.S. Nuclear Plant Trip Times
Nuclear Plant | Reactor Trip? | Generator Trip®?

Perry ......... 16:10:25 EDT 16:10:42 EDT
Fermi2 ....... 16:10:53 EDT 16:10:53 EDT
Oyster Creek. . . 16:10:58 EDT 16:10:57 EDT
Nine Mile 1 .. .. 16:11 EDT 16:11:04 EDT
Indian Point 2 . . 16:11 EDT 16:11:09 EDT
Indian Point 3 . . 16:11 EDT 16:11:23 EDT
FitzPatrick . . . .. 16:11:04 EDT 16:11:32 EDT
Ginna......... 16:11:36 EDT 16:12:17 EDT
Nine Mile 2 . . .. 16:11:48 EDT 16:11:52 EDT

aAs determined from licensee data (which may not be syn-
chronized to the national time standard).

bAs reported by the Electrical System Working Group (syn-
chronized to the national time standard).
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Ginna. Ginna is located 20 miles (32 km) north-
east of Rochester, NY, in northern New York on
Lake Ontario. It was generating about 487 MWe
before the event. The reactor tripped due to Over-
Temperature-Delta-Temperature. This trip signal
protects the reactor core from exceeding tempera-
ture limits. The turbine control valves closed
down in response to the changing grid conditions.
This caused a temperature and pressure transient
in the reactor, resulting in an Over-Temperature-
Delta-Temperature trip.

Offsite power was not lost to the plant auxiliary
buses. In the operators’ judgement, offsite power
was not stable, so they conservatively energized
the safety buses from the emergency diesel genera-
tors. Decay heat removal systems maintained the
cooling function for the reactor fuel. Offsite power
was not lost, and stabilized about 50 minutes after
the reactor trip.

The lowest emergency declaration, an Unusual
Event, was declared at about 16:46 EDT due to the
degraded offsite power. Offsite power was
restored to at least one safety bus at about 21:08
EDT on August 14. The following equipment
problems were noted: the digital feedwater control
system behaved in an unexpected manner follow-
ing the trip, resulting in high steam generator lev-
els; there was a loss of RCP seal flow indication,
which complicated restarting the pumps; and at
least one of the power-operated relief valves expe-
rienced minor leakage following proper operation
and closure during the transient. Also, one of the
motor-driven auxiliary feedwater pumps was
damaged after running with low flow conditions
due to an improper valve alignment. The redun-
dant pumps supplied the required water flow.

The NRC issued a Notice of Enforcement Discre-
tion to allow Ginna to perform mode changes and
restart the reactor with one auxiliary feedwater
(AFW) pump inoperable. Ginna has two AFW
pumps, one turbine-driven AFW pump, and two
standby AFW pumps, all powered from safety-
related buses. The main generator was recon-
nected to the grid at about 20:38 EDT on August
17.

Indian Point 2. Indian Point 2 is located 24 miles
(39 km) north of New York City on the Hudson
River. It was generating about 990 MWe before the
event. The reactor tripped due to loss of a reactor
coolant pump that tripped because the auxiliary
bus frequency fluctuations actuated the under-
frequency relay, which protects against inade-
quate coolant flow through the reactor core. This

reactor protection signal tripped the reactor,
which resulted in turbine and generator trips.

The auxiliary bus experienced the under-
frequency due to fluctuating grid conditions.
Offsite power was lost to all the plant auxiliary
buses. The safety buses were reenergized from the
emergency diesel generators. Decay heat removal
systems maintained the cooling function for the
reactor fuel.

The lowest emergency declaration, an Unusual
Event, was declared at about 16:25 EDT due to the
loss of offsite power for more than 15 minutes.
Offsite power was restored to at least one safety
bus at about 20:02 EDT on August 14. The follow-
ing equipment problems were noted: the service
water to one of the emergency diesel generators
developed a leak; a steam generator atmospheric
dump valve did not control steam generator pres-
sure in automatic and had to be shifted to manual;
a steam trap associated with the turbine-driven
AFW pump failed open, resulting in operators
securing the turbine after 2.5 hours; loss of instru-
ment air required operators to take manual control
of charging and a letdown isolation occurred; and
operators in the field could not use radios; and the
diesel generator for the Unit 2 Technical Support
Center failed to function. Also, several uninter-
ruptible power supplies in the Emergency Opera-
tions Facility failed. This reduced the capability
for communications and data collection. Alternate
equipment was used to maintain vital communi-
cations.l The main generator was reconnected to
the grid at about 12:58 EDT on August 17.

Indian Point 3. Indian Point 3 is located 24 miles
(39 km) north of New York City on the Hudson
River. It was generating about 1,010 MWe before
the event. The reactor tripped due to loss of a reac-
tor coolant pump that tripped because the auxil-
iary bus frequency fluctuations actuated the
under-frequency relay, which protects against
inadequate coolant flow through the reactor core.
This reactor protection signal tripped the reactor,
which resulted in turbine and generator trips.

The auxiliary bus experienced the under-
frequency due to fluctuating grid conditions.
Offsite power was lost to all the plant auxiliary
buses. The safety buses were reenergized from the
emergency diesel generators. Decay heat removal
systems maintained the cooling function for the
reactor fuel.

The lowest emergency declaration, an Unusual
Event, was declared at about 16:23 EDT due to the
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loss of offsite power for more than 15 minutes.
Offsite power was restored to at least one safety
bus at about 20:12 EDT on August 14. The follow-
ing equipment problems were noted: a steam gen-
erator safety valve lifted below its desired setpoint
and was gagged; loss of instrument air, including
failure of the diesel backup compressor to start
and failure of the backup nitrogen system,
resulted in manual control of atmospheric dump
valves and AFW pumps needing to be secured to
prevent overfeeding the steam generators; a blown
fuse in a battery charger resulted in a longer bat-
tery discharge; a control rod drive mechanism
cable splice failed, and there were high resistance
readings on 345-kV breaker-1. These equipment
problems required correction prior to startup,
which delayed the startup. The diesel generator
for the Unit 3 Technical Support Center failed to
function. Also, several uninterruptible power sup-
plies in the Emergency Operations Facility failed.
This reduced the capability for communications
and data collection. Alternate equipment was
used to maintain vital communications.2 The
main generator was reconnected to the grid at
about 05:03 EDT on August 22.

Nine Mile 1. Nine Mile 1 is located 6 miles (10 km)
northeast of Oswego, NY, in northern New York
on Lake Ontario. It was generating about 600 MWe
before the event. The reactor tripped in response
to a turbine trip. The turbine tripped on light load
protection (which protects the turbine against a
loss of electrical load), when responding to fluctu-
ating grid conditions. The turbine trip caused fast
closure of the turbine valves, which, through
acceleration relays on the control valves, create a
signal to trip the reactor. After a time delay of 10
seconds, the generator tripped on reverse power.

The safety buses were automatically deenergized
due to low voltage and automatically reenergized
from the emergency diesel generators. Decay heat
removal systems maintained the cooling function
for the reactor fuel.

The lowest emergency declaration, an Unusual
Event, was declared at about 16:33 EDT due to the
degraded offsite power. Offsite power was
restored to at least one safety bus at about 23:39
EDT on August 14. The following additional
equipment problems were noted: a feedwater
block valve failed “as is” on the loss of voltage,
resulting in a high reactor vessel level; fuses blew
in fire circuits, causing control room ventilation
isolation and fire panel alarms; and operators were
delayed in placing shutdown cooling in service for

several hours due to lack of procedure guidance to
address particular plant conditions encountered
during the shutdown. The main generator was
reconnected to the grid at about 02:08 EDT on
August 18.

Nine Mile 2. Nine Mile 2 is located 6 miles (10 km)
northeast of Oswego, NY, in northern New York
on Lake Ontario. It was generating about 1,193
MWe before the event. The reactor scrammed due
to the actuation of pressure switches which
detected low pressure in the hydraulic system that
controls the turbine control valves. Low pressure
in this system typically indicates a large load
reject, for which a reactor trip is expected. In this
case the pressure in the system was low because
the control system was rapidly manipulating the
turbine control valves to control turbine speed,
which was being affected by grid frequency
fluctuations.

After the reactor tripped, several reactor level con-
trol valves did not reposition, and with the main
feedwater system continuing to operate, a high
water level in the reactor caused a turbine trip,
which caused a generator trip. Offsite power was
degraded but available to the plant auxiliary
buses. The offsite power dropped below the nor-
mal voltage levels, which resulted in the safety
buses being automatically energized from the
emergency diesel generators. Decay heat removal
systems maintained the cooling function for the
reactor fuel.

The lowest emergency declaration, an Unusual
Event, was declared at about 17:00 EDT due to the
loss of offsite power to the safety buses for more
than 15 minutes. Offsite power was restored to at
least one safety bus at about 01:33 EDT on August
15. The following additional equipment problem
was noted: a tap changer on one of the offsite
power transformers failed, complicating the resto-
ration of one division of offsite power. The main
generator was reconnected to the grid at about
19:34 EDT on August 17.

Oyster Creek. Oyster Creek is located 9 miles (14
km) south of Toms River, NJ, near the Atlantic
Ocean. It was generating about 629 MWe before
the event. The reactor tripped due to a turbine trip.
The turbine trip was the result of a generator trip
due to actuation of a high Volts/Hz protective trip.
The Volts/Hz trip is a generator/transformer pro-
tective feature. The plant safety and auxiliary
buses transferred from the main generator supply
to the offsite power supply following the plant
trip. Other than the plant transient, no equipment
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or performance problems were determined to be
directly related to the grid problems.

Post-trip the operators did not get the mode switch
to shutdown before main steam header pressure
reached its isolation setpoint. The resulting MSIV
closure complicated the operator’s response
because the normal steam path to the main con-
denser was lost. The operators used the isolation
condensers for decay heat removal. The plant
safety and auxiliary buses remained energized
from offsite power for the duration of the event,
and the emergency diesel generators were not
started. Decay heat removal systems maintained
the cooling function for the reactor fuel. The main
generator was reconnected to the grid at about
05:02 EDT on August 17.

Perry. Perry is located 7 miles (11 km) northeast of
Painesville, OH, in northern Ohio on Lake Erie. It
was generating about 1,275 MWe before the event.
The reactor tripped due to a turbine control valve
fast closure trip signal. The turbine control valve
fast closure trip signal was due to a generator
under-frequency trip signal that tripped the gener-
ator and the turbine and was triggered by grid fre-
quency fluctuations. Plant operators noted voltage
fluctuations and spikes on the main transformer,
and the Generator Out-of-Step Supervisory relay
actuated approximately 30 minutes before the
trip. This supervisory relay senses a ground fault
on the grid. The purpose is to prevent a remote
fault on the grid from causing a generator out-of-
step relay to activate, which would result in a gen-
erator trip. Approximately 30 seconds prior to the
trip operators noted a number of spikes on the gen-
erator field volt meter, which subsequently went
offscale high. The MVAr and MW meters likewise
went offscale high.

The safety buses were deenergized and automati-
cally reenergized from the emergency diesel gen-
erators. Decay heat removal systems maintained
the cooling function for the reactor fuel. The fol-
lowing equipment problems were noted: a steam
bypass valve opened; a reactor water clean-up sys-
tem pump tripped; the off-gas system isolated, and
a keep-fill pump was found to be air-bound,
requiring venting and filling before the residual
heat removal system loop A and the low pressure
core spray system could be restored to service.

The lowest emergency declaration, an Unusual
Event, was declared at about 16:20 EDT due to the
loss of offsite power. Offsite power was restored to
at least one safety bus at about 18:13 EDT on
August 14. The main generator was reconnected

to the grid at about 23:15 EDT on August 21. After
the plant restarted, a surveillance test indicated a
problem with one emergency diesel generator.3

Nuclear Power Plants With a Significant
Transient

The electrical disturbance on August 14 had a sig-
nificant impact on seven plants that continued to
remain connected to the grid. For this review, sig-
nificant impact means that these plants had signif-
icant load adjustments that resulted in bypassing
steam from the turbine generator, opening of relief
valves, or requiring the onsite emergency diesel
generators to automatically start due to low
voltage.

Nuclear Power Plants With a Non-Significant
Transient

Sixty-four nuclear power plants experienced
non-significant transients caused by minor distur-
bances on the electrical grid. These plants were
able to respond to the disturbances through nor-
mal control systems. Examples of these transients
included changes in load of a few megawatts or
changes in frequency of a few-tenths Hz.

Nuclear Power Plants With No Transient

Twenty-four nuclear power plants experienced no
transient and saw essentially no disturbances on
the grid, or were shut down at the time of the
transient.

General Observations Based on the Facts
Found During Phase One

The NWG found no evidence that the shutdown of
U.S. nuclear power plants triggered the outage or
inappropriately contributed to its spread (i.e., to
an extent beyond the normal tripping of the plants
at expected conditions). This review did not iden-
tify any activity or equipment issues that appeared
to start the transient on August 14, 2003. All nine
plants that experienced a reactor trip were
responding to grid conditions. The severity of the
transient caused generators, turbines, or reactor
systems to reach a protective feature limit and
actuate a plant shutdown.

All nine plants tripped in response to those condi-
tions in a manner consistent with the plant
designs. All nine plants safely shut down. All
safety functions were effectively accomplished,
with few problems, and the plants were main-
tained in a safe shutdown condition until their
restart. Fermi 2, Nine Mile 1, Oyster Creek, and
Perry tripped on turbine and generator protective
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features. FitzPatrick, Ginna, Indian Point 2 and 3,
and Nine Mile 2 tripped on reactor protective
features.

Nine plants used their emergency diesel genera-
tors to power their safety-related buses during the
power outage. Offsite power was restored to the
safety buses after the grid was energized and the
plant operators, in consultation with the transmis-
sion system operators, decided the grid was stable.
Although the Oyster Creek plant tripped, offsite
power was never lost to their safety buses and the
emergency diesel generators did not start and
were not required. Another plant, Davis-Besse,
was already shut down but lost power to the safety
buses. The emergency diesel generators started
and provided power to the safety buses as
designed.

For the eight remaining tripped plants and
Davis-Besse (which was already shut down prior
to the events of August 14), offsite power was
restored to at least one safety bus after a period of
time ranging from about 2 hours to about 14 hours,
with an average time of about 7 hours. Although
Ginna did not lose offsite power, the operators
judged offsite power to be unstable and realigned
the safety buses to the emergency diesel
generators.

The licensees’ return to power operation follows a
deliberate process controlled by plant procedures
and NRC regulations. Ginna, Indian Point 2, Nine
Mile 2, and Oyster Creek resumed electrical gener-
ation on August 17. FitzPatrick and Nine Mile 1
resumed electrical generation on August 18. Fermi
2 resumed electrical generation on August 20.
Perry resumed electrical generation on August 21.
Indian Point 3 resumed electrical generation on

August 22. Indian Point 3 had equipment issues
(failed splices in the control rod drive mechanism
power system) that required repair prior to restart.
Ginna submitted a special request for enforcement
discretion from the NRC to permit mode changes
and restart with an inoperable auxiliary feedwater
pump. The NRC granted the request for enforce-
ment discretion.

Conclusions of the U.S. Nuclear
Working Group

As discussed above, the investigation of the U.S.
nuclear power plant responses during the
blackout found no significant deficiencies.
Accordingly, there are no recommendations here
concerning U.S. nuclear power plants. Some areas
for consideration on a grid-wide basis were dis-
cussed and forwarded to the Electric System
Working Group for their review.

On August 14, 2003, nine U.S. nuclear power
plants tripped as a result of the loss of offsite
power. Nuclear power plants are designed to cope
with the loss of offsite power (LOOP) through the
use of emergency power supplies (primarily
on-site diesel generators). The safety function of
most concern during a LOOP is the removal of
heat from the reactor core. Although the control
rods have been inserted to stop the fission process,
the continuing decay of radioactive isotopes in the
reactor core produces a significant amount of heat
for many weeks. If this decay heat is not removed,
it will cause fuel damage and the release of highly
radioactive isotopes from the reactor core. The
failure of the alternating current emergency power
supplies in conjunction with a LOOP is known
as a station blackout. Failures of the emergency

Table 8.2. Summary of Events for U. S. Nuclear Power Plants

Operating Status
at Time of Event Response to Event
Reactor and Emergency
Nuclear Plant Unit Full Power Not Operating Turbine Trip Diesels used
Davis-Besse (near Toledo, OH) . ........ 1 \ S
Fermi (near Toledo, OH). . ............. 2 \ \ S
James A. FitzPatrick (near Oswego, NY). . 1 \ \ \
Ginna (near Rochester, NY).......... .. 1 \ \ \
Indian Point (near New York City, NY) . . . . 2 \ \ \
3 N J J
Nine Mile Point (near Oswego, NY) ... ... 1 \ \ \
2 \ \ \
Oyster Creek (near Toms River, NJ) ... .. 1 \ v
Perry (near Painesville, OH). ........... 1 \ \ S
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power supplies would seriously hinder the ability
of the plant operators to carry out the required
safety functions. Nuclear plants can cope with a
station blackout for a limited time without suffer-
ing fuel damage. However, recovery of the grid or
the restoration of an emergency power supply is
needed for long-term decay heat removal. For this
reason, the NRC considers LOOP events to be
potential precursors to more serious situations.
The risk of reactor core damage increases as the
LOOP frequency or duration increases.

Offsite power is considered the preferred power
source for responding to all off-normal events or
accidents. However, if the grid is operated in a
stressed configuration, the loss of the nuclear
plant generation may result in grid voltage drop-
ping below the level needed for the plant safety
loads. In that case, each plant is designed such
that voltage relays will automatically disconnect
the plant safety-related electrical buses from the
grid and reenergize them from the emergency die-
sel generators (EDGs). Although the resultant
safety system responses have been analyzed and
found acceptable, the loss of offsite power reduces
the plant’s safety margin. It also increases the risk
associated with failures of the EDGs. For these rea-
sons, the NRC periodically assesses the impact of
grid reliability on overall nuclear plant safety.

The NRC monitors grid reliability under its nor-
mal monitoring programs, such as the operating
experience program, and has previously issued
reports related to grid reliability. The NRC is con-
tinuing with an internal review of the reliability of
the electrical grid and the effect on the risk profile
for nuclear power plants. The NRC will consider
the implications of the August 14, 2003, Northeast
blackout under the NRC’s regulations. The NRC
is conducting an internal review of its station
blackout rule, and the results of the August 14th
event will be factored into that review. If there are
additional findings, the NRC will address them
through the NRC’s normal process.

Findings of the Canadian Nuclear
Working Group

Summary

On the afternoon of August 14, 2003, southern
Ontario, along with the northeastern United
States, experienced a widespread electrical power
system outage. Eleven nuclear power plants in
Ontario operating at high power levels at the time

of the event either automatically shut down as a
result of the grid disturbance or automatically
reduced power while waiting for the grid to be
reestablished. In addition, the Point Lepreau
Nuclear Generating Station in New Brunswick
was forced to reduce electricity production for a
short period.

The Canadian NWG (CNWG) was mandated to:
review the sequence of events for each Canadian
nuclear plant; determine whether any events
caused or contributed to the power system outage;
evaluate any potential safety issues arising as a
result of the event; evaluate the effect on safety
and the reliability of the grid of design features,
operating procedures, and regulatory require-
ments at Canadian nuclear power plants; and
assess the impact of associated regulator perfor-
mance and regulatory decisions.

In Ontario, 11 nuclear units were operating and
delivering power to the grid at the time of the grid
disturbance: 4 at Bruce B, 4 at Darlington, and 3 at
Pickering B. Of the 11 reactors, 7 shut down as a
result of the event (1 at Bruce B, 3 at Darlington,
and 3 at Pickering B). Four reactors (3 at Bruce B
and 1 at Darlington) disconnected safely from the
grid but were able to avoid shutting down and
were available to supply power to the Ontario grid
as soon as reconnection was enabled by Ontario’s
Independent Market Operator (IMO).

New Brunswick Power’s Point Lepreau Generating
Station responded to the loss of grid event by cut-
ting power to 460 MW, returning to fully stable
conditions at 16:35 EDT, within 25 minutes of the
event. Hydro Québec’s (HQ) grid was not affected
by the power system outage, and HQ'’s Gentilly-2
nuclear station continued to operate normally.

Having reviewed the operating data for each plant
and the responses of the power stations and their
staff to the event, the CNWG concludes the
following:

¢ None of the reactor operators had any advanced
warning of impending collapse of the grid.

> Trend data obtained indicate stable condi-
tions until a few minutes before the event.

> There were no prior warnings from Ontario’s
IMO.

¢ Canadian nuclear power plants did not trigger
the power system outage or contribute to its
spread. Rather they responded, as anticipated,
in order to protect equipment and systems from
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the grid disturbances. Plant data confirm the
following.

> At Bruce B and Pickering B, frequency and/or
voltage fluctuations on the grid resulted in
the automatic disconnection of generators
from the grid. For those units that were suc-
cessful in maintaining the unit generators
operational, reactor power was automatically
reduced.

> At Darlington, load swing on the grid led to
the automatic reduction in power of the four
reactors. The generators were, in turn, auto-
matically disconnected from the grid.

> Three reactors at Bruce B and one at Darling-
ton were returned to 60% power. These reac-
tors were available to deliver power to the
grid on the instructions of the IMO.

> Three units at Darlington were placed in a
zero-power hot state, and four units at
Pickering B and one unit at Bruce B were
placed in a guaranteed shutdown state.

¢ There were no risks to health and safety of
workers or the public as a result of the shut-
down of the reactors.

> Turbine, generator, and reactor automatic
safety systems worked as designed to
respond to the loss of grid.

> Station operating staff and management fol-
lowed approved Operating Policies & Princi-
ples (OP&Ps) in responding to the loss of grid.
At all times, operators and shift supervisors
made appropriately conservative decisions in
favor of protecting health and safety.

The CNWG commends the staff of Ontario Power
Generation and Bruce Power for their response to
the power system outage. At all times, staff acted
in accordance with established OP&Ps, and took
an appropriately conservative approach to
decisions.

During the course of its review, the CNWG also
identified the following secondary issues:

¢ Equipment problems and design limitations at
Pickering B resulted in a temporary reduction in
the effectiveness of some of the multiple safety
barriers, although the equipment failure was
within the unavailability targets found in the
OP&Ps approved by the CNSC as part of Ontario
Power Generation’s licence.

¢ Existing OP&Ps place constraints on the use of
adjuster rods to respond to events involving

rapid reductions in reactor power. While
greater flexibility with respect to use of adjuster
rods would not have prevented the shutdown,
some units, particularly those at Darlington,
might have been able to return to service less
than 1 hour after the initiating event.

¢ Off-site power was unavailable for varying peri-
ods of time, from approximately 3 hours at
Bruce B to approximately 9 hours at Pickering
A. Despite the high priority assigned by the IMO
to restoring power to the nuclear stations, the
stations had some difficulty in obtaining timely
information about the status of grid recovery
and the restoration of Class IV power. This
information is important for Ontario Power
Generation’s and Bruce Power’s response
strategy.

¢ Required regulatory approvals from CNSC staff
were obtained quickly and did not delay the
restart of the units; however, CNSC staff was
unable to immediately activate the CNSC'’s
Emergency Operation Centre because of loss of
power to the CNSC’s head office building.
CNSC staff, therefore, established communica-
tions with licensees and the U.S. NRC from
other locations.

Introduction

The primary focus of the CNWG during Phase I
was to address nuclear power plant response rele-
vant to the power outage of August 14, 2003. Data
were collected from each power plant and ana-
lyzed in order to determine: the cause of the power
outage; whether any activities at these plants
caused or contributed to the power outage; and
whether there were any significant safety issues.
In order to obtain reliable and comparable infor-
mation and data from each nuclear power plant, a
questionnaire was developed to help pinpoint
how each nuclear power plant responded to the
August 14 grid transients. Where appropriate,
additional information was obtained from the
ESWG and SWG.

The operating data from each plant were com-
pared against the plant design specifications to
determine whether the plants responded as
expected. Based on initial plant responses to the
questionnaire, supplemental questions were
developed, as required, to further clarify outstand-
ing matters. Supplementary information on the
design features of Ontario’s nuclear power plants
was also provided by Ontario Power Generation
and Bruce Power. The CNWG also consulted a

122 <> U.S.-Canada Power System Outage Task Force <- August 14th Blackout: Causes and Recommendations <~



number of subject area specialists, including
CNSC staff, to validate the responses to the ques-
tionnaire and to ensure consistency in their
interpretation.

In addition to the stakeholder consultations dis-
cussed in the Introduction to this chapter, CNSC
staff met with officials from Ontario’s Independ-
ent Market Operator on January 7, 2004.

Typical Design, Operational, and
Protective Features of CANDU Nuclear
Power Plants

There are 22 CANDU nuclear power reactors in
Canada—20 located in Ontario at 5 multi-unit sta-
tions (Pickering A and Pickering B located in
Pickering, Darlington located in the Municipality
of Clarington, and Bruce A and Bruce B located
near Kincardine). There are also single-unit
CANDU stations at Bécancour, Québec (Gentilly-
2), and Point Lepreau, New Brunswick.

In contrast to the pressurized water reactors used
in the United States, which use enriched uranium
fuel and a light water coolant-moderator, all
housed in a single, large pressure vessel, a CANDU
reactor uses fuel fabricated from natural uranium,
with heavy water as the coolant and moderator.
The fuel and pressurized heavy water coolant are
contained in 380 to 480 pressure tubes housed in a
calandria containing the heavy water moderator
under low pressure. Heat generated by the fuel is
removed by heavy water coolant that flows
through the pressure tubes and is then circulated
to the boilers to produce steam from demineral-
ized water.

While the use of natural uranium fuel offers
important benefits from the perspectives of safe-
guards and operating economics, one drawback is
that it restricts the ability of a CANDU reactor to
recover from a large power reduction. In particu-
lar, the lower reactivity of natural uranium fuel
means that CANDU reactors are designed with a
small number of control rods (called “adjuster
rods”) that are only capable of accommodating
power reductions to 60%. The consequence of a
larger power reduction is that the reactor will “poi-
son out” and cannot be made critical for up to 2
days following a power reduction. By comparison,
the use of enriched fuel enables a typical pressur-
ized water reactor to operate with a large number
of control rods that can be withdrawn to accom-
modate power reductions to zero power.

A unique feature of some CANDU plants—
namely, Bruce B and Darlington—is a capability to

maintain the reactor at 60% full power if the gen-
erator becomes disconnected from the grid and to
maintain this “readiness” condition if necessary
for days. Once reconnected to the grid, the unit
can be loaded to 60% full power within several
minutes and can achieve full power within 24
hours.

As with other nuclear reactors, CANDU reactors
normally operate continuously at full power
except when shut down for maintenance and
inspections. As such, while they provide a stable
source of baseload power generation, they cannot
provide significant additional power in response
to sudden increases in demand. CANDU power
plants are not designed for black-start operation;
that is, they are not designed to start up in the
absence of power from the grid.

Electrical Distribution Systems

The electrical distribution systems at nuclear
power plants are designed to satisfy the high
safety and reliability requirements for nuclear sys-
tems. This is achieved through flexible bus
arrangements, high capacity standby power gener-
ation, and ample redundancy in equipment.

Where continuous power is required, power is
supplied either from batteries (for continuous DC
power, Class I) or via inverters (for continuous AC
power, Class II). AC supply for safety-related
equipment, which can withstand short interrup-
tion (on the order of 5 minutes), is provided by
Class IIT power. Class III power is nominally sup-
plied through Class IV; when Class IV becomes
unavailable, standby generators are started auto-
matically, and the safety-related loads are picked
up within 5 minutes of the loss of Class IV power.

The Class IV power is an AC supply to reactor
equipment and systems that can withstand longer
interruptions in power. Class IV power can be sup-
plied either from the generator through a trans-
former or from the grid by another transformer.
Class IV power is not required for reactors to shut
down safely.

In addition to the four classes of power described
above, there is an additional source of power
known as the Emergency Power System (EPS).
EPS is a separate power system consisting of its
own on-site power generation and AC and DC dis-
tribution systems whose normal supply is from
the Class III power system. The purpose of the EPS
system is to provide power to selected safety-
related loads following common mode incidents,
such as seismic events.
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Protective Features of CANDU Nuclear Power
Plants

CANDU reactors typically have two separate,
independent and diverse systems to shut down
the reactor in the event of an accident or transients
in the grid. Shutdown System 1 (SDS1) consists of
a large number of cadmium rods that drop into the
core to decrease the power level by absorbing neu-
trons. Shutdown System 2 (SDS2) consists of
high-pressure injection of gadolinium nitrate into
the low-pressure moderator to decrease the power
level by absorbing neutrons. Although Pickering A
does not have a fully independent SDS2, it does
have a second shutdown mechanism, namely, the
fast drain of the moderator out of the calandria;
removal of the moderator significantly reduces the
rate of nuclear fission, which reduces reactor
power. Also, additional trip circuits and shutoff
rods have recently been added to Pickering A Unit
4 (Shutdown System Enhancement, or SDS-E).
Both SDS1 and SDS2 are capable of reducing reac-
tor power from 100% to about 2% within a few
seconds of trip initiation.

Fuel Heat Removal Features of CANDU
Nuclear Power Plants

Following the loss of Class IV power and shut-
down of the reactor through action of SDS1 and/or
SDS2, significant heat will continue to be gener-
ated in the reactor fuel from the decay of fission
products. The CANDU design philosophy is to
provide defense in depth in the heat removal
systems.

Immediately following the trip and prior to resto-
ration of Class III power, heat will be removed
from the reactor core by natural circulation of
coolant through the Heat Transport System main
circuit following rundown of the main Heat Trans-
port pumps (first by thermosyphoning and later by
intermittent buoyancy induced flow). Heat will be
rejected from the secondary side of the steam gen-
erators through the atmospheric steam discharge
valves. This mode of operation can be sustained
for many days with additional feedwater supplied
to the steam generators via the Class III powered
auxiliary steam generator feed pump(s).

In the event that the auxiliary feedwater system
becomes unavailable, there are two alternate EPS
powered water supplies to steam generators,
namely, the Steam Generator Emergency Coolant
System and the Emergency Service Water System.
Finally, a separate and independent means of
cooling the fuel is by forced circulation by means

of the Class III powered shutdown cooling system;
heat removal to the shutdown cooling heat
exchangers is by means of the Class III powered
components of the Service Water System.

CANDU Reactor Response to
Loss-of-Grid Event

Response to Loss of Grid

In the event of disconnection from the grid, power
to shut down the reactor safely and maintain
essential systems will be supplied from batteries
and standby generators. The specific response of a
reactor to disconnection from the grid will depend
on the reactor design and the condition of the unit
at the time of the event.

60% Reactor Power: All CANDU reactors are
designed to operate at 60% of full power following
the loss of off-site power. They can operate at this
level as long as demineralized water is available
for the boilers. At Darlington and Bruce B, steam
can be diverted to the condensers and recirculated
to the boilers. At Pickering A and Pickering B,
excess steam is vented to the atmosphere, thereby
limiting the operating time to the available inven-
tory of demineralized water.

0% Reactor Power, Hot: The successful transition
from 100% to 60% power depends on several sys-
tems responding properly, and continued opera-
tion is not guaranteed. The reactor may shut down
automatically through the operation of the process
control systems or through the action of either of
the shutdown systems.

Should a reactor shutdown occur following a load
rejection, both Class IV power supplies (from the
generator and the grid) to that unit will become
unavailable. The main Heat Transport pumps
will trip, leading to a loss of forced circulation of
coolant through the core. Decay heat will be con-
tinuously removed through natural circulation
(thermosyphoning) to the boilers, and steam pro-
duced in the boilers will be exhausted to the
atmosphere via atmospheric steam discharge
valves. The Heat Transport System will be main-
tained at around 250 to 265 degrees Celsius during
thermosyphoning. Standby generators will start
automatically and restore Class III power to key
safety-related systems. Forced circulation in the
Heat Transport System will be restored once
either Class III or Class IV power is available.

When shut down, the natural decay of fission
products will lead to the temporary buildup of
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neutron absorbing elements in the fuel. If the reac-
tor is not quickly restarted to reverse this natural
process, it will “poison-out.” Once poisoned-out,
the reactor cannot return to operation until the fis-
sion products have further decayed, a process
which typically takes up to 2 days.

Overpoisoned Guaranteed Shutdown State: In
the event that certain problems are identified
when reviewing the state of the reactor after a sig-
nificant transient, the operating staff will cool
down and depressurize the reactor, then place it in
an overpoisoned guaranteed shutdown state (GSS)
through the dissolution of gadolinium nitrate into
the moderator. Maintenance will then be initiated
to correct the problem.

Return to Service Following Loss of Grid

The return to service of a unit following any one of
the above responses to a loss-of-grid event is dis-
cussed below. It is important to note that the
descriptions provided relate to operations on a
single unit. At multi-unit stations, the return to
service of several units cannot always proceed in
parallel, due to constraints on labor availability
and the need to focus on critical evolutions, such
as taking the reactor from a subcritical to a critical
state.

60% Reactor Power: In this state, the unit can be
resynchronized consistent with system demand,
and power can be increased gradually to full
power over approximately 24 hours.

0% Reactor Power, Hot: In this state, after approx-
imately 2 days for the poison-out, the turbine can
be run up and the unit synchronized. Thereafter,
power can be increased to high power over the
next day. This restart timeline does not include
the time required for any repairs or maintenance
that might have been necessary during the outage.

Overpoisoned Guaranteed Shutdown State: Plac-
ing the reactor in a GSS after it has been shut down
requires approximately 2 days. Once the condi-
tion that required entry to the GSS is rectified, the
restart requires removal of the guarantee, removal
of the gadolinium nitrate through ion exchange
process, heatup of the Heat Transport System, and
finally synchronization to the grid. Approximately
4 days are required to complete these restart activ-
ities. In total, 6 days from shutdown are required
to return a unit to service from the GSS, and this
excludes any repairs that might have been
required while in the GSS.

Summary of Canadian Nuclear Power
Plant Response to and Safety During the
August 14 Outage

On the afternoon of August 14, 2003, 15 Canadian
nuclear units were operating: 13 in Ontario, 1 in
Québec, and 1 in New Brunswick. Of the 13
Ontario reactors that were critical at the time of
the event, 11 were operating at or near full power
and 2 at low power (Pickering B Unit 7 and
Pickering A Unit 4). All 13 of the Ontario reactors
disconnected from the grid as a result of the grid
disturbance. Seven of the 11 reactors operating at
high power shut down, while the remaining 4
operated in a planned manner that enabled them
to remain available to reconnect to the grid at the
request of Ontario’s IMO. Of the 2 Ontario reactors
operating at low power, Pickering A Unit 4 tripped
automatically, and Pickering B Unit 7 was tripped
manually and shut down. In addition, a transient
was experienced at New Brunswick Power’s Point
Lepreau Nuclear Generating Station, resulting in a
reduction in power. Hydro Québec’s Gentilly-2
nuclear station continued to operate normally as
the Hydro Québec grid was not affected by the grid
disturbance.

Nuclear Power Plants With Significant
Transients

Pickering Nuclear Generating Station. The
Pickering Nuclear Generating Station (PNGS) is
located in Pickering, Ontario, on the shores of
Lake Ontario, 19 miles (30 km) east of Toronto. It
houses 8 nuclear reactors, each capable of deliver-
ing 515 MW to the grid. Three of the 4 units at
Pickering A (Units 1 through 3) have been shut
down since late 1997. Unit 4 was restarted earlier
this year following a major refurbishment and was
in the process of being commissioned at the time
of the event. At Pickering B, 3 units were operating
at or near 100% prior to the event, and Unit 7 was
being started up following a planned maintenance
outage.

Pickering A. As part of the commissioning process,
Unit 4 at Pickering A was operating at 12% power
in preparation for synchronization to the grid. The
reactor automatically tripped on SDS1 due to Heat
Transport Low Coolant Flow, when the Heat
Transport main circulating pumps ran down fol-
lowing the Class IV power loss. The decision was
then made to return Unit 4 to the guaranteed shut-
down state. Unit 4 was synchronized to the grid on
August 20, 2003. Units 1, 2 and 3 were in lay-up
mode.
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Pickering B. The Unit 5 Generator Excitation Sys-
tem transferred to manual control due to large
voltage oscillations on the grid at 16:10 EDT and
then tripped on Loss of Excitation about 1 second
later (prior to grid frequency collapse). In response
to the generator trip, Class IV buses transferred to
the system transformer and the reactor setback.
The grid frequency collapse caused the System
Service Transformer to disconnect from the grid,
resulting in a total loss of Class IV power. The
reactor consequently tripped on the SDS1 Low
Gross Flow parameter followed by an SDS2 trip
due to Low Core Differential Pressure.

The Unit 6 Generator Excitation System also
transferred to manual control at 16:10 EDT due to
large voltage oscillations on the grid and the gen-
erator remained connected to the grid in manual
voltage control. Approximately 65 seconds into
the event, the grid under-frequency caused all the
Class IV buses to transfer to the Generator Service
Transformer. Ten seconds later, the generator sep-
arated from the Grid. Five seconds later, the gener-
ator tripped on Loss of Excitation, which caused a
total loss of Class IV power. The reactor conse-
quently tripped on the SDS1 Low Gross Flow
parameter, followed by an SDS2 trip due to Low
Core Differential Pressure.

Unit 7 was coming back from a planned mainte-
nance outage and was at 0.9% power at the time of
the event. The unit was manually tripped after
loss of Class IV power, in accordance with proce-
dures and returned to guaranteed shutdown state.

Unit 8 reactor automatically set back on load rejec-
tion. The setback would normally have been ter-
minated at 20% power but continued to 2% power
because of the low boiler levels. The unit subse-
quently tripped on the SDS1 Low Boiler Feedline
Pressure parameter due to a power mismatch
between the reactor and the turbine.

The following equipment problems were noted. At
Pickering, the High Pressure Emergency Coolant
Injection System (HPECIS) pumps are designed to
operate from a Class IV power supply. As a result
of the shutdown of all the operating units, the
HPECIS at both Pickering A and Pickering B
became unavailable for 5.5 hours. (The design of
Pickering A and Pickering B HPECIS must be such
that the fraction of time for which it is not avail-
able can be demonstrated to be less than 10
years—about 8 hours per year. This was the first
unavailability of the HPECIS for 2003.) In addi-
tion, Emergency High Pressure Service Water
System restoration for all Pickering B units was

delayed because of low suction pressure supply-
ing the Emergency High Pressure Service Water
pumps. Manual operator intervention was
required to restore some pumps back to service.

Units were synchronized to the grid as follows:
Unit 8 on August 22, Unit 5 on August 23, Unit 6
on August 25, and Unit 7 on August 29.

Darlington Nuclear Generating Station. Four
reactors are located at the Darlington Nuclear Gen-
eration Station, which is on the shores of Lake
Ontario in the Municipality of Clarington, 43
miles (70 km) east of Toronto. All four of the reac-
tors are licensed to operate at 100% of full power,
and each is capable of delivering approximately
880 MW to the grid.

Unit 1 automatically stepped back to the 60%
reactor power state upon load rejection at 16:12
EDT. Approval by the shift supervisor to automati-
cally withdraw the adjuster rods could not be pro-
vided due to the brief period of time for the shift
supervisor to complete the verification of systems
as per procedure. The decreasing steam pressure
and turbine frequency then required the reactor to
be manually tripped on SDS1, as per procedure for
loss of Class IV power. The trip occurred at 16:24
EDT, followed by a manual turbine trip due to
under-frequency concerns.

Like Unit 1, Unit 2 automatically stepped back
upon load rejection at 16:12 EDT. As with Unit 1,
there was insufficient time for the shift supervisor
to complete the verification of systems, and faced
with decreasing steam pressure and turbine fre-
quency, the decision was made to shut down Unit
2. Due to under-frequency on the main Primary
Heat Transport pumps, the turbine was tripped
manually which resulted in an SDS1 trip at 16:28
EDT.

Unit 3 experienced a load rejection at 16:12 EDT,
and during the stepback Unit 3 was able to sustain
operation with steam directed to the condensers.
After system verifications were complete, approv-
al to place the adjuster rods on automatic was
obtained in time to recover, at 59% reactor power.
The unit was available to resynchronize to the
grid.

Unit 4 experienced a load rejection at 16:12 EDT,
and required a manual SDS1 trip due to the loss of
Class II bus. This was followed by a manual tur-
bine trip.

The following equipment problems were noted:
Unit 4 Class II inverter trip on BUS A3 and
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subsequent loss of critical loads prevented unit
recovery. The Unit 0 Emergency Power System
BUS B135 power was lost until the Class III power
was restored. (A planned battery bank B135
change out was in progress at the time of the

blackout.)

Units were synchronized to the grid as follows:
Unit 3 at 22:00 EDT on August 14; Unit 2 on
August 17, 2003; Unit 1 on August 18, 2003; and
Unit 4 on August 18, 2003.

Bruce Power. Eight reactors are located at Bruce
Power on the eastern shore of Lake Huron between
Kincardine and Port Elgin, Ontario. Units 5
through 8 are capable of generating 840 MW each.
Presently these reactors are operating at 90% of
full power due to license conditions imposed by
the CNSC. Units 1 through 4 have been shut down
since December 31, 1997. At the time of the event,
work was being performed to return Units 3 and 4
to service.

Bruce A. Although these reactors were in guaran-
teed shutdown state, they were manually tripped,
in accordance with operating procedures. SDS1
was manually tripped on Units 3 and 4, as per pro-
cedures for a loss of Class IV power event. SDS1
was re-poised on both units when the station
power supplies were stabilized. The emergency
transfer system functioned as per design, with the
Class III standby generators picking up station
electrical loads. The recently installed Qualified
Diesel Generators received a start signal and were
available to pick up emergency loads if necessary.

Bruce B. Units 5, 6, 7, and 8 experienced initial
generation rejection and accompanying stepback
on all four reactor units. All generators separated
from the grid on under-frequency at 16:12 EDT.
Units 5, 7, and 8 maintained reactor power at 60%
of full power and were immediately available for
reconnection to the grid.

Although initially surviving the loss of grid event,
Unit 6 experienced an SDS1 trip on insufficient
Neutron Over Power (NOP) margin. This occurred
while withdrawing Bank 3 of the adjusters in an
attempt to offset the xenon transient, resulting in a
loss of Class IV power.

The following equipment problems were noted:
An adjuster rod on Unit 6 had been identified on
August 13, 2003, as not working correctly. Unit 6
experienced a High Pressure Recirculation Water
line leak, and the Closed Loop Demineralized
Water loop lost inventory to the Emergency Water
Supply System.

Units were synchronized to the grid as follows:
Unit 8 at 19:14 EDT on August 14, 2003; Unit 5 at
21:04 EDT on August 14; and Unit 7 at 21:14 EDT
on August 14, 2003. Unit 6 was resynchronized at
02:03 EDT on August 23, 2003, after maintenance
was conducted.

Point Lepreau Nuclear Generating Station. The
Point Lepreau nuclear station overlooks the Bay of
Fundy on the Lepreau Peninsula, 25 miles (40 km)
southwest of Saint John, New Brunswick. Point
Lepreau is a single-unit CANDU 6, designed for a
gross output of 680 MW. It is owned and operated
by New Brunswick Power.

Point Lepreau was operating at 91.5% of full
power (610 MWe) at the time of the event. When
the event occurred, the unit responded to changes
in grid frequency as per design. The net impact
was a short-term drop in output by 140 MW, with
reactor power remaining constant and excess ther-
mal energy being discharged via the unit steam
discharge valves. During the 25 seconds of the
event, the unit stabilizer operated numerous times
to help dampen the turbine generator speed oscil-
lations that were being introduced by the grid fre-
quency changes. Within 25 minutes of the event
initiation, the turbine generator was reloaded to
610 MW. Given the nature of the event that
occurred, there were no unexpected observations
on the New Brunswick Power grid or at Point
Lepreau Generating Station throughout the ensu-
ing transient.

Nuclear Power Plants With No Transient

Gentilly-2 Nuclear Station. Hydro Québec owns
and operates Gentilly-2 nuclear station, located on
the south shore of the St. Lawrence River opposite
the city of Trois-Rivieres, Québec. Gentilly-2 is
capable of delivering approximately 675 MW to
Hydro Québec’s grid. The Hydro Québec grid was
not affected by the power system outage and
Gentilly-2 continued to operate normally.

General Observations Based on the Facts
Found During Phase I

Following the review of the data provided by the
Canadian nuclear power plants, the CNWG con-
cludes the following:

¢ None of the reactor operators had any advanced
warning of impending collapse of the grid.

¢ Canadian nuclear power plants did not trigger
the power system outage or contribute to its
spread.

<> U.S.-Canada Power System Outage Task Force <- August 14th Blackout: Causes and Recommendations <~ 127



¢ There were no risks to the health and safety of
workers or the public as a result of the concur-
rent shutdown of several reactors. Automatic
safety systems for the turbine generators and
reactors worked as designed. (See Table 8.3 for
a summary of shutdown events for Canadian
nuclear power plants.)

The CNWG also identified the following second-
ary issues:

¢ Equipment problems and design limitations at
Pickering B resulted in a temporary reduction in
the effectiveness of some of the multiple safety
barriers, although the equipment failure was
within the unavailability targets found in the
OP&Ps approved by the CNSC as part of Ontario
Power Generation’s license.

¢ Existing OP&Ps place constraints on the use of
adjuster rods to respond to events involving

*

*

rapid reductions in reactor power. While
greater flexibility with respect to use of adjuster
rods would not have prevented the shutdown,
some units, particularly those at Darlington,
might have been able to return to service less
than 1 hour after the initiating event.

Off-site power was unavailable for varying peri-
ods of time, from approximately 3 hours at
Bruce B to approximately 9 hours at Pickering
A. Despite the high priority assigned by the IMO
to restoring power to the nuclear stations, the
stations had some difficulty obtaining timely
information about the status of grid recovery
and the restoration of Class IV power. This
information is important for Ontario Power
Generation’s and Bruce Power’s response
strategy.

Required regulatory approvals from CNSC staff
were obtained quickly and did not delay the

Table 8.3. Summary of Shutdown Events for Canadian Nuclear Power Plants

Operating Status
at Time of Event

Response to Event

Stepback to Reactor Trip

60% Power,
Full Not Available To Turbine
Generating Station Unit Power Startup | Operating Supply Grid Trip SDS1 SDS2
Pickering NGS 1 \ ()
2 v
3 v
4 \ \ (b)
5 J J N
6 J J N
7 M J
8 v v
Darlington NGS 1 S \ \
2 y y y
3 v V
4 J J V
Bruce Nuclear Power 1 V
Development > N
3 v N
4 v V
5 J V
6 N v
7 J N
8 V v

@Pickering A Unit 1 tripped as a result of electrical bus configuration immediately prior to the event which resulted in a temporary

loss of Class Il power.
bPickering A Unit 4 also tripped on SDS-E.

Notes: Unit 7 at Pickering B was operating at low power, warming up prior to reconnecting to the grid after a maintenance outage.
Unit 4 at Pickering A was producing at low power, as part of the reactor's commissioning after extensive refurbishment since being

shut down in 1997.

128 <> U.S.-Canada Power System Outage Task Force <- August 14th Blackout: Causes and Recommendations <~



restart of the units; however, CNSC staff was
unable to immediately activate the CNSC'’s
Emergency Operation Centre because of loss of
power to the CNSC’s head office building.
CNSC staff, therefore, established communica-
tions with licensees and the U.S. NRC from
other locations.

Regulatory Activities Subsequent to the
Blackout

The actuation of emergency shutdown systems at
Bruce, Darlington and Pickering, and the impair-
ment of the High Pressure Emergency Coolant
Injection System (HPECIS) at Pickering are events
for which licensees need to file reports with the
Canadian Nuclear Safety Commission (CNSC), in
accordance with Regulatory Standard S 99,
“Reporting Requirements for Operating Nuclear
Power Plants.” Reports have been submitted by
Ontario Power Generation (OPG) and Bruce
Power, and are being followed up by staff from the
CNSC as part of the CNSC’s normal regulatory
process. This includes CNSC’s review and
approval, where appropriate, of any actions taken
or proposed to be taken to correct any problems in
design, equipment or operating procedures identi-
fied by OPG and Bruce Power.

As a result of further information about the event
gathered by CNSC staff during followup inspec-
tions, the temporary impairment of the HPECIS at
Pickering has been rated by CNSC staff as Level 2
on the International Nuclear Event Scale, indicat-
ing that there was a significant failure in safety
provisions, but with sufficient backup systems, or
“defense-in-depth,” in place to cope with potential
malfunctions. Since August 2003, OPG has imple-
mented procedural and operational changes to
improve the performance of the safety systems at
Pickering.

Conclusions of the Canadian Nuclear
Working Group

As discussed above, Canadian nuclear power
plants did not trigger the power system outage or
contribute to its spread. The CNWG therefore
made no recommendations with respect to the
design or operation of Canadian nuclear plants to
improve the reliability of the Ontario electricity
grid.

The CNWG made two recommendations, one con-
cerning backup electrical generation equipment
to the CNSC’s Emergency Operations Centre and

another concerning the use of adjuster rods during
future events involving the loss of off-site power.
These are presented in Chapter 10 along with the
Task Force’s recommendations on other subjects.

Despite some comments to the contrary, the
CNWG’s investigation found that the time to
restart the reactors was reasonable and in line
with design specifications for the reactors. There-
fore, the CNWG made no recommendations for
action on this matter. Comments were also made
regarding the adequacy of generation capacity in
Ontario and the appropriate mix of technologies
for electricity generation. This is a matter beyond
the CNWG’s mandate, and it made no recommen-
dations on this issue.

Perspective of
Nuclear Regulatory Agencies
on Potential Changes to the Grid

The NRC and the CNSC, under their respective
regulatory authorities, are entrusted with provid-
ing reasonable assurance of adequate protection of
public health and safety. As the design and opera-
tion of the electricity grid is taken into account
when evaluating the safety analysis of nuclear
power plants, changes to the electricity grid must
be evaluated for the impact on plant safety. As the
Task Force final recommendations result in
actions to affect changes, the NRC and the CNSC
will assist by evaluating potential effects on the
safety of nuclear power plant operation.

The NRC and the CNSC acknowledge that future
improvements in grid reliability will involve coor-
dination among many groups. The NRC and the
CNSC intend to maintain the good working rela-
tionships that have been developed during the
Task Force investigation to ensure that we con-
tinue to share experience and insights and work
together to maintain an effective and reliable elec-
tric supply system.

Endnotes

1 Further details are available in the NRC Special Inspection
Report dated December 22, 2003, ADAMS Accession No.
ML033570386.

2 Further details are available in the NRC Special Inspection
Report dated December 22, 2003, ADAMS Accession No.
ML033570386.

3" Further details are available in the NRC Special Inspection
Report dated October 10, 2003, ADAMS Acccession No.
ML032880107.
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9. Physical and Cyber Security Aspects of the Blackout

Summary and Primary Findings

After the Task Force Interim Report was issued in
November 2003, the Security Working Group
(SWG) continued in its efforts to investigate
whether a malicious cyber event directly caused
or significantly contributed to the power outage of
August 14, 2003. These efforts included addi-
tional analyses of interviews conducted prior to
the release of the Interim Report and additional
consultations with representatives from the elec-
tric power sector. The information gathered from
these efforts validated the SWG’s Interim Report
preliminary findings and the SWG found no rea-
son to amend, alter, or negate any of the informa-
tion submitted to the Task Force for the Interim
Report.

Specifically, further analysis by the SWG found
no evidence that malicious actors caused or con-
tributed to the power outage, nor is there evidence
that worms or viruses circulating on the Internet at
the time of the power outage had an effect on
power generation and delivery systems of the
companies directly involved in the power outage.
The SWG acknowledges reports of al-Qaeda
claims of responsibility for the power outage of
August 14, 2003. However, these claims are not
consistent with the SWG’s findings. SWG analysis
also brought to light certain concerns respecting
the possible failure of alarm software; links to con-
trol and data acquisition software; and the lack of
a system or process for some grid operators to ade-
quately view the status of electric systems outside
of their immediate control.

After the release of the Interim Report in Novem-
ber 2003, the SWG determined that the existing
data, and the findings derived from analysis of
those data, provided sufficient certainty to
exclude the probability that a malicious cyber
event directly caused or significantly contributed
to the power outage events. As such, further data
collection efforts to conduct broader analysis were
deemed unnecessary. While no additional data
were collected, further analysis and interviews

conducted after the release of the I